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Abstract. To enable viewers to perceive the video content as if he or she is
walking inside the video scenes, we need to have two essential video tech-
nologies. One is to present the audience with panoramic videos with 360°, and
the other is view-adaptive video playback, i.e. presenting video scenes in
accordance with the change of viewing angles. For the first technology, we
propose a fast video stitching algorithm via exploiting the audio information for
frame synchronization, and for the second, we propose a Fake-3D and True-3D
mix method to immerse viewers inside the video scene via its dynamic playback
of panoramic videos, adaptive to multi-view changes. Our proposed technolo-
gies have great potential in practical applications, such as virtual reality gaming
and new concept movie shows etc.
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1 Introduction

At present, video production and consumption is limited to the principle that video
content is processed and produced for people to watch. In other words, video capture of
live events is limited to camera views, and most of the video entertainment only
provides people with one single view, facilitated by one or more cameras [7, 8]. As a
result, the viewing experience achieved by such a see-what-camera-captures is not
comparable with those on-spot views with our naked eyes. On spot, we can move our
head and change the viewing angle to enjoy free-view of the event. We could even
walk around to select the best possible viewing position, including the adjustment of
viewing angles and distance to achieve the most effective viewing experience. An
illustrative scenario is watching a show inside an opera house, where somebody may
wish to walk onto the stage and enjoy watching the show from the back. In addition,
on-spot view also provides the advantage that the audience can interact with relevant
people to experience the event rather than watch. This is not achievable with current
video technology, although research and technology innovation is active around areas
of immersive video, multi-view video, and virtual reality [9, 10]. In this paper, we
describe a new 3D panoramic and immersive video processing tool, which pioneers the
concept to allow viewers not only watch the video content, but also walking into the
video and experience the scene, the event, and the atmosphere as if he or she is on spot.
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2 Panoramic and Immersive 3D Video Constructions

To pioneer the concept of allowing viewers to walk into videos and perceive the
content on real-time basis, we need to develop a number of new technologies and
overcome three fundamental hurdles. These include: (i) creating panoramic video via
capture of the scene with 360° along both horizontal and vertical directions; (ii) pre-
senting and playback the video content in accordance with the change of viewing
angles and body movements; (iii) interacting with video objects and participating in
activities with instant and natural responses. To overcome the first hurdle, we con-
figured one row of multi video cameras to ensure sufficient video capture for 360°
along the horizontal direction. To overcome the second hurdle, we use VR helmet
display unit and exploit its accelerometer sensor and magnetic sensor output to control
the video playback corresponding to the view or pose changes.

2.1 Multi-camera Synchronization

Panoramic video need multi-camera to capture multi angle perspective, we can’t
promise all cameras to start recording in the same time, so that these videos captured by
multi cameras need to be synchronized. We use the Chroma feature [1] as a descriptor
for the audio content of multi video streams in different views, which gives a
12-dimensional representation of the tonal content of an audio signal derived by
combining bands belonging to twelve pitch classes (C, C#, D, D#, E, F, F#, G, G#, A,
A#, B), corresponding to the same distinct semitones, and use method [11] to
synchronization.

Firstly, decompose the audio signals from the multi-camera captured videos and cut
a segment starting from the pth frame to the gth frame for all audios and every audio
has overlap in this segment. Then compute Chroma features for each segment, where
C, is used to represent the nth camera’s audio, F, the nth camera’s audio segment, and
v, the Chroma feature of F,.

To compute the time-shifts between pairs of recorded videos, we calculate the
Euclidean distance, djj = E(v;,v;), between their Chroma features F; and F; [2] to
derive a distance matrix. Figure 1(a) shows the distance matrix dlj for two feature
vectors obtained from two camera recorded segments, each of them has 2 s duration.
The distance matrix dj; contains information about the feature matching of the two
audios. In order to interpret this information, the point of minimum distance across
each row of the distance matrix dj; is calculated. As seen in Fig. 1(a), the distance
matrix dj is a rectangular matrix, in which the main diagonal corresponds to zero
time-shift, and the diagonal above or below the main diagonal correspond to positive
and negative time-shifts, respectively. We calculate the matching histogram v;;(Ar) for
C; and C; from the distance matrix dj; for the count of the number of minimum
distances along each diagonal as shown in Fig. 1(b). As seen, while At = 1.00 s, the
count reached the maximum, and hence F; starts one second earlier than Fj, which
mean that C; starts one second earlier than C;. This is also shown as the sub-diagonal in
the 1 s position in Fig. 1(a).
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Fig. 1. Tllustration of Chroma feature matching for computing the time-shifts between pairs of
recorded videos: (a) Using the distance matrix for two camera recorded segments with the
duration of 2 s. (b) The minimum across each row is calculated and the count of minimum
distances is accumulated across each diagonal to give the histogram, and its peak corresponds to
the time-shift.

For each video, this method can find time-shift and adjusting to the same point in
time to start stitching video frames.

2.2 Panoramic Video Creation

While image stitching has been extensively researched for the past decades [2—-6], our
investigation reveals that dedicated design of the technique and new elements are still
needed for video stitching since: (i) video stitching requires synchronization of frames
to guarantee that right frame pairs are stitched together across the entire sequence;
(i) video frame stitching requires low computing cost and high speed, and thus a
number of video-unique features need to be exploited. To this end, we introduced two
changes into the image stitching method reported by Brown and Lowe [2], which
include: (i) considering the calibration of video cameras beforehand, we limit the SIFT
extraction and correspondence within the half frame area as shown in Fig. 2; (ii) to
improve the stitching effectiveness, we introduce an additional alignment procedure by
exploiting the coordinate transformation between the left and right frames to be
stitched.
Specifically, given the perspective transformation as follows:

aiy ap ap
WY W= [u,v,w] | a1 axn  ax (1)
az axn ay
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Fig. 2. Tlustration of Pseudo-3D method and True-3D method in watching panoramic video:
(b) Pseudo-3D method using distance of virtual camera in OpenGL to simulate pupillary distance
and change virtual camera location according viewer head orientation; (c) True-3D using the 7th
frame from panoramic video to replace scene of left eye and right eye in fixed angle.
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and the transformed coordinates:

x_x’ _anu+ayv+as 2)
W apizu+axpv+as

Y apu+anv+azpn
y _———
W apu+apv+ass

(3)

We select a group of N registered pair of SIFT points, {(xi,x}e),

Ok, vk); - (xR, Y, %)}, to verify the perspective transformed coordinates via
the following:

and the additional alignment is done by:

(x—I— A y+ Ay)

i |A|=T n|A)|>T

_ ) ey FIAI<T A>T
(x,y) = (e+ A y) if |AJ>T N|A)|<T (6)
(x,) i 1A <T n|A[<T

Where T stands for a threshold, which is determined empirically.

2.3 View-Change Adaptive Playback of Videos

Panoramic video playback needs special treatment in order to simulate the on-spot view
changes. Using OpenGL, making panoramic video as a texture, and stick it to a sphere
model as shown in Fig. 2(a), and in this way, we are able to create 360° panoramic
video effect via the video stitching algorithm described earlier.

It is proved difficult to create 360° 3D panoramic videos due to the fact that (i) the
requirement on video frame resolutions leads to processing of huge information
quantity; (ii) 3D video stitching requires excessive computing cost. To this end, we
propose a pseudo-3D approach to complete the creation of 3D panoramic 360° videos,
details of which are described below.

Set two virtual cameras to simulate the viewer’s position inside the Sphere as shown
in Fig. 2(b). As the viewing point changes, the distance between the virtual left eye and
the right virtual right eye will change depending on the value of yaw. Correspondingly,
we use this changing distance to select the rth frame for the right eye and the current
frame (the 1% frame) for the left eye. The specific algorithm is given as follows:
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Algorithm:

I. Using d to represent the distance of virtual cameras (eyes), d dynamically changes
according to the viewer’s head position, and its initial value is d = dp,x. As the
view changes, the distance between the two virtual cameras can be derived by:

d = abs(cos(yaw)) - dmpax  yaw € [0,27] (7)

II. In True-3D, let ¢ represents the number of frames controling the selection of the
frame for the right eye, we have:

t = int(sin(yaw) - tmax) yaw € [0, 27] (8)

Where t,,, is the initial value, which can be determined as zero when yaw = 0. In
the proposed algorithm as described above, the value of yaw can be obtained from the
orientation sensor in VR helmet such as oculus, or the mouse position etc.

3 Experiments

To evaluate the proposed system, we carried out extensive experiments in two phases.
While the first phase of experiments is to test the performance of creating the
panoramic videos, the second phase of experiments is to evaluate the effectiveness of
VR-helmet adaptive display of the panoramic video and the experience of walking into

Fig. 3. Illustration of experimental results for creating panoramic videos
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the video scene. Figure 3 illustrates the experimental results and the sequence of the
panoramic 3D video creation process. As seen, part (a) illustrates the SIFT point
extraction and matching process, Part (b) illustrates the effectiveness of perspective
transformation, part (c) and (d) illustrate the SIFT point verification and additional
alignment, which shows that better stitching quality is achieved by such additional
alignments, especially after the fusion as shown in (e). As the value of yaw changes
from 0 to 360°, the video frame will be adaptively presented to the viewer (Fig. 4).

yaw

(b)

Fig. 4. Tllustration of adaptive playback of the Pseudo-3D panoramic video: (a) a frame in
panoramic video (b) when yaw = 1.4m, the scene mix True-3D and Pseudo-3D method to present
video content to the viewers adaptively.

4 Conclusions

In this paper, we introduced a new concept of creating 3D panoramic videos via a fast
video stitching algorithm to enable viewers to “walk into video content”. We also
described our proposed algorithm design for implementing such a new concept.
Extensive experiments support that (i) our video stitching is fast and fit the purpose
based on the simplifications introduced; (ii) our proposed adaptive pseudo-3D
panoramic video playback achieves good 3D and immersive effect, pioneering the
concept of immersive, panoramic, multi-view.
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