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Abstract. This paper give an insight on effect of education and socio economic
factors on education on earning for Pakistan using data mining technique
Regression tree and classification tree (CART). Labor force survey data used in
this paper. Variables used as predictors in the study are Education, Gender,
Status, Training, and Occupation, Location of working, Training, Experience,
Age and Type of industry, where monthly income is used as an independent
variable. In case of classification income is divided in Quintiles, which is used as
a dependent variable for classification variable. Type of industry, education, age
and occupation are found significant variables in both classification and
regression tree. Regression trees shows that instead of education type of industry
is the most important variable and sex and education are the least important
variables. Classification tree also shows that Type of industry is the most sig-
nificant variable which effects the earning of an individual, then age and
occupation of an individual come and education is the least important variable
where the rest of predictors play no role in earning of an individual.

Keywords: CART - Classification and regression tree - Pruning : Cross
validation

1 Introduction

The distribution of the earnings is an important issue for the improving the socio
economic condition of any country, especially when income distribution is skewed. To
find the cause of difference in earnings of an individual or to find the determinants of
earnings of individual whether personal characteristics play important role in effecting
the earning of an individual or labor market characteristics. Once the factors effecting
the earning of individual are known, then it is easy to improve life in that country. The
predictor schooling used in Mincer earning function for Sweden and different cases
when it yields misleading information and its assumptions about length of working life.
It was found that the decline in rate to schooling from 1068 to 1981 in college
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education where return to high school is stable. There estimate suggests that impact of
education on length of working life is an important topic for future research. Education
has a causal effect on earnings (Bjorklund 2000).

The factors affecting the earnings of an individual and returns to education for
Lahore district Pakistan for teaching and non-teaching staff in university, college and
school using multiple linear regressions. The factors that significantly contributed to
earning of all employees, university employees, college employees, and school
employees were age, experience, occupation, gender, working hour, computer literacy,
family background, and spouse education. Those who have passed SSC from private
institute earn 8.7 more than those who have passed SSC from Government institute.
Family background has positive and significant effect on earnings. Teaching staff earn
more than non-teaching staff (Afzal 2011).

Earnings functions for industrial works in Punjab, to analyze the difference in
earnings of individuals due to gender, marital status, regional location and other socio
economic variables using linear single equation least squares regression analysis
(Kapoor and Puri 1971). Parents effect the earning of a child potentially through genes
and family environment by using variance component model to find the contribution of
genetics, family and environments to the variance of the log earnings of white males
around 50. The model is estimated through linear additive equation. The contribution
of non-common environment is 46% for the log of earnings and 24% for the years of
schooling. After making a lot of assumptions, they partition the remaining variance.
Using more plausible estimates, the partitioning of the variance of the log of earning
suggests 18 to 41% was due to genetics and 8 to 15% to common environment
(Taubman 1976).

Decision tree is a flow-chart-like structure which is used for segmenting or strati-
fying the predictor space in to a number of regions or subsets, to make prediction for a
given value, mean and mode of the training data set is used. The set of splitting rules
used to segment the predictors space can be summarized in a tree, this approach is
referred as Decision tree methods. The performance of tree based method and linear
regression can be assess through test error where test error is estimated through cross
validation or validation set. If the pictorial presentation of the model is required than we
go for tree based methods. CART technique has used a lot in public health and finance
but now-a-days used in economics.

We have used CART for finding the determinants of earning because of its inter-
esting features. The purpose of using regression and classification tree (CART) is
unlike simple regression its fit the model at each splitting node of the tree, where simple
linear regression fit one model for the complete set of data. The Statistical earning
function is given as follows, Lny; = f (s, x;, z;) + u;, In y;: is the log of earning, s;: is
schooling, x;: is experience, z;: Represents other factors affecting earning such as
training of employees, gender or geographical region of individual, age, hours of work,
type of industry the employees are working in u;: is the disturbance term assumed to be
normally distributed (Berndt 1991).

The data used in the study is that of Labor Force Survey 2012-13. We have used
the information of only employed persons that is affecting earning of an individual i-e
age, occupation, training, gender, experience, residence, educational level, marital
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status, and income. R-Programming have used for Classification and Regression Tree
(CART) to estimate the determinants of earning function.

2 Empirical Results and Discussion

All individuals working in cooperative society, individual ownership, partnership and
other, female their average log income is 8.325, so we make the prediction of 83% i.e.
4125.737. Individuals working in cooperative society, individual ownership, partner-
ship and other sectors but are females and having age less than 20 their average log
income is 8.605. So we make prediction of 8% j.e. 5458.885 but those whose age is
greater than 20 their average log income is 9.0306. So the prediction is ¢>%¢ i.e. 8400.
Those who are working in Government, private and public sector and having education
below middle and no formal education and specifically working in private and public
sector their mean log income is 9.246 so predicted as €*2%¢ i.e. 10363 but working in
the sector other than private and public and age is less than 36 their mean log income is
9.496, i.e. >4, So prediction is 13306, having age greater than 36 their mean log
income is €%, i.e. 18490. So we conclude that the government employees earn more
than other sectors employees. Females earn less than male. Employees having higher
education and experience, earn most. Those females whose age is greater than 20 earn
more than those, whose age is less than 20. This is depicted in Fig. 1.
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Fig. 1. Regression tree using complete data set of LFS

3 Making Prediction Through Fitted Model Using
Testing Data

We have analyzed the data using fitted models as shown in Figs. 2 and 3. Cross
validation graph shows the plot of size of the tree against the deviance. We choose that
point where deviance approaches to minimum; here the minimum deviance is at size
equal to 9. The pruned tree is shorter than the un pruned tree, the important variables
are type of industry of an individual, sex and education. Pruned tree has five terminal
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Fig. 2. Prediction made using testing data and cross validation
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nodes and three internal nodes. Those individuals who are working in sectors other
than government, private and public and are female their average log income is pre-
dicted as 8.3 i.e. 4023 and those who are males their average log income is 8.9 i.e.
7331. This shows males earn more than female if they are work in the same type of
industry. Those who are working in government, private and public sector and edu-
cation below middle or no formal education then specifically working in private and
public sector their average log income is 9.2 i.e. 9897 and who are working in gov-
ernment or other sector their mean log income is 9.68 i.e. 15994. It shows that gov-
ernment employees with higher education earn more than employees of other sectors.
Those who are not working in government, private and public sector in other words
working in other sector and education greater than middle their mean log income is
10.160 i.e. 25648.

Figure 4 shows that the prediction using testing data through pruned model is quite
good and the numerical measure used for calculating the error of the fitted model is
MSE, which in this case is 36% and is increased a little for testing data.
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Fig. 4. Prediction through pruned tree using testing data

4 Classification Tree for Quintiles of Income

The classification tree depicted in Fig. 4, shows that those individuals who are working
in government, private and public sectors, blue and pink collar workers and then
working specifically in government sector are belongs to the QI, the 1°' quintile of
income group. The range of 1* quintile is (0-16428), and those who are working in
public, private or other sector also belong to Q1, the 1% quintile of income. Those who
belongs to occupation category “white collar job”” and “other”, age is less than 38.5 and
education below middle belong to list quintile of income. Those whose age is less than
38.5 but having education above middle and other also fall in 1" quintile of income.

Those whose age is greater than 38.5, education below middle and no formal
education fall in 4th quintile (23273-29275) of income and those whose education
category is other than below middle and no formal education fall in 5™ quintile
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Fig. 5. Classification tree using R-part

(29276-46424) of income as shown in Fig. 5. So we conclude that individuals of
“other sector” earn less than government, private and public sectors and belong to
lower income group. Those who are working in government, private and public sectors,
white collar workers, age greater than 38 and education below and above middle
belong to the upper income group. Complete classification tree using training data in
shown in Fig. 6.
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Fig. 6. Classification tree using training data

5 Cross Validation

Plot of the size of the tree against the misclassification shows the different size of tree
against the misclassification but best point of pruning is 5, size of tree mean the number
of leaves we have or the level to reach in pruning, when size of the tree is 5 the
misclassification error is minimum. Figure 7 shows cross validation.
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Fig. 7. Cross validation

6 Prediction Using Prune Tree

Left branch of the tree: Those individuals who are working in government sectors, blue
and pink collar workers belong to the Q1, the 1* quintile of income group. The range of
1°* quintile is (0-16428), and those who are white collar workers and their age is less
than 38.5 also belongs to Q1 but those whose age is greater than 38.5 and having
education middle or no formal education also belongs to Q4 but those whose education
is above middle belongs to Q5 (5" quintile (29276-46424)). Individuals who are
working in public, private or other sectors belong to QI, the 1% quintile of income.
Prediction by using pruned model for testing data/unseen data; Error is still 31% so the
model is good fit for training and testing data (Fig. 8).
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7 Conclusion

In the final prune tree which is free from the problem of over fitting, three variables are
significant, type of industry, sex and education. Here age has pruned and show that
those individuals who are working in government, private and public sector and having
higher education earn more than those whose education is lower than middle and those
who are working in government sectors earn more than private and public sector.
Female of Individual of cooperative society, individual ownership, partnership and
other sectors earn less than male of these sectors. In case of classification, there are
Quintiles of income, which is a qualitative variable. The classification tree made for
Quintiles predicted that those individuals who are working in government, public and
private sectors and are blue and pink collar workers then specifically in government
sector, belongs to lower group income and if they are working in private and public
sector also belong to lower group income. Those individual who are working in
cooperative society, individual ownership, partnership and other sectors belong to
lower income group if they are white collar workers and their age is greater than 38,
having education above middle they belong to the highest income group but if indi-
vidual have below middle education or no formal education and have age greater than
38, white collar worker and working in government, private or public sector belongs to
income group Q4. So we conclude from classification tree that those individuals whose
age is greater than 38, doing white collar job, having higher education and working in
Government, private and public sector earn more. Type of industry an employee is
working, occupation; education and age are important variable in the study.
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