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Abstract. Mobile ad hoc networks (MANETs) are well suited for tactical
groups whose operations require that the network adapt to dynamic topology
changes without the aid of centralized infrastructures. As more coalition forces
deploy in tactical operations, their networks require inter-connectivity for
sharing broadcast, multicast and unicast traffic from coalition applications such
as situational awareness and sensor data. Inter-MANET connectivity, however,
should not be at the cost of compromising a national MANET’s sovereignty in
terms of radio devices, subnet address space, and communication and routing
protocols. In this paper, we describe our implementation of a gateway appli-
cation that enables coalition tactical MANETs to inter-connect based on role
names instead of IP addresses while keeping their national radios and net-
working sovereign and while protecting their private network addresses. We
exhibit results and learned lessons from our laboratory experiments where we
tested our gateway application in several MANET formations to ensure the
functionality of relay connectivity, domain name service and network address
translation features. The gateway application has potential to serve as a proto-
type for the future development of secure interoperability policies, service level
agreements and standards at the tactical edge, e.g., for future NATO standard-
ization agreements (STANAGs).
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1 Introduction

As more national tactical forces are deployed in international coalition operations, they
are expected to be interoperable to share basic application traffic such as situational
awareness and sensor data. Future national forces are expected to take advantage of
mobile ad hoc networking (MANET) technology, which adapts network topologies to
tactical operations and enables dispersed nodes to pervasively inter-connect. The
self-configuration benefits of MANET technology come from routing protocols that are
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used in conjunction with wireless radios and networking protocols. In a coalition
deployment, national forces deploy with their own tactical radios and networking
protocols and require gateways to share common application data with other nations
who may not be equipped with the same radios and protocols. Currently, NATO’s
(North Atlantic Treaty Organization) protected core networking (PCN) concept relies
on gateways in strategic enterprise networks [1] to facilitate quality of service
(QoS) and policy negotiations; however, its approach is not yet relevant at the tactical
edge due to the dynamic inter-networking challenges of MANETs. The authors in [2]
present an architecture for secure interoperability between coalition tactical MANETs
that promotes keeping national tactical radios and networking protocols sovereign. The
architecture includes a gateway node designed for national MANETs that
inter-connects with peer coalition gateways for secure information exchange.

In this paper, we describe such a prototype gateway application constructed on an
Android device using two IEEE 802.11 (WiFi) radios, one internal and one external to
the Android device. The gateway application is designed to relay the traffic between the
two radios, connecting intra-MANET traffic flows on a national radio to inter-MANET
traffic shared between the gateways on the coalition radio, e.g., NATO narrowband
waveform (NBWF) [3–5]. In other words, each nation’s MANET connects to another
nation’s MANET by its own gateway and without changing its service set identification
(SSID) or subnet address. The implementation also includes domain name service
(DNS) functions that enable role-based connectivity between national MANET nodes,
simplifying the prerequisite requirement of possessing the internet protocol (IP) ad-
dresses of a destination node before information sharing. In addition, the gateway
application protects the private network addresses of a national MANET by mapping
them to designated public network addresses via network address translation (NAT).

We present results from our laboratory experiments where we tested our gateway
application in several MANET formations with WiFi radios. We demonstrate that our
prototype application inter-connects autonomous MANETs using sovereign radios and
networking protocols, including frequency assignments, routing protocols and network
addresses.

The rest of the paper is organized as follows. We present the basic inter-connectivity
and networking of MANETs under several scenarios in Sect. 2 where we recommend a
frequency assignment scheme for gateway radios given our measured metrics. In
Sect. 3, we present results and learned lessons from our DNS testing trials. We present
similar results in Sect. 4 for testing the NAT function. We provide a summary in Sect. 5.

2 Basic Connectivity

In this section, we describe experiments we conducted to examine the inter-connectivity
and networking of MANETs across gateways with three scenarios. In the first scenario,
a MANET from nation A (MANET-A) and a MANET from nation B (MANET-B)
inter-connect using gateways. In the second scenario, MANET-B connects MANET-A
and MANET-C (from nation C), acting as a relay network between nations A and C.
In the third scenario, the MANETs of the three nations inter-connect using their own
local gateways while the gateways form a MANET of their own.
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As mentioned earlier, the gateway application on a node routes the traffic between
the two radios on the gateway: one used for inter-MANET connections and one for
intra-MANET traffic. We use the internal WiFi radio of the Android device (with the
gateway application) to connect to the local intra-MANET side of the gateway. We
enable the gateway device to also drive an external radio tuned to a shared gateway
channel that connects to the inter-MANET side of the gateway. The operation of the
second radio is made possible by a customized Android operating system,
Cyanogenmod 12.1 with a modified Kali Linux Nethunter kernel made for Nexus 5
(phone) and Nexus 7 (tablet) devices [6]. The external radio used throughout our
experiments is the TP-LinkTM [7].

To simplify the experiments, we assign different radio frequency (RF) channels to
represent different nations; the national subnet address and the MANET’s SSID are
other distinguishing features. We use the non-overlapping North American channel
selection i.e., channels 1, 6 and 11 in accordance with [8].

Our experiments were performed in a laboratory under controlled static conditions.
Mobility trials are planned for future work. The MANETs use the optimized link state
routing protocol (OLSR) [9] for multi-hop connectivity. To enforce multi-hop con-
nections and to avoid cross-talk between co-channel non-adjacent nodes, we used a
separate customized application that generates ‘iptables’ commands and creates firewall
rules. These rules permit testing of topologies that would otherwise require physically
separating devices to restrict connectivity.

We used an iPerf [10] application to generate TCP and UDP (transmission control
and user datagram protocols) traffic for the experiments and measured throughput to
evaluate the effects of network changes in the scenarios.

Given an SSID, a common WiFi channel (via TP-Link) and a shared subnet
address, the gateways discover one another as nodes of a MANET using the OLSR
signaling. While gateway assignment is pre-determined in our experiments, future
MANETs could use algorithms such as [11] to dynamically assign the gateway role to a
node.

A gateway’s primary task is to relay traffic from one of its radios to another, serving
two SSIDs and subnets. The relay function in our gateway application is implemented
by configuration settings of ‘iptables’ commands and OLSR routing table instructions.
The gateway nodes are equipped with two OLSR instances, one for each RF interface;
there is no cross-talk between the two OLSR instances.

Scenario 1. In this first scenario, depicted in Fig. 1, commander of nation A
(CMDR-A) connects to commander of nation B (CMDR-B) under several cases,
detailed in Table 1. In this stage of the experiment (basic connectivity) we assume that
the commanders know one another’s IP addresses. As shown in the figure, MANET-A
is on subnet 192.168.11.xx and MANET-B is on subnet 192.168.12.xx.

The two phones in Fig. 2, which represent nodes 1 and 6 of Fig. 1, are CMDR-A
and CMDR-B, respectively with addresses 192.168.11.10 and 192.168.12.11. The two
tablets in Fig. 2 represent nodes 3 and 41 of Fig. 1 as GW-A (gateway of MANET-A)
and GW-B (gateway of MANET-B), respectively, each with two radios, one internal

1 Notations for nodes 2 and 5 are reserved for multi-hop configurations of this scenario.
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and one TP-Link external to the tablet. The external radios for inter-gateway com-
munication share subnet 192.168.1.x. Traffic packets are generated by the iPerf
application at CMDR-A node destined for CMDR-B’s IP address. The packets are sent
to GW-A by default due to their unknown destination subnet address in MANET-A;
every MANET node is assigned a default gateway. The packets are then forwarded to
GW-B where their subnet addresses are recognized and where they are forwarded to
CMDR-B.

The use cases tabulated in Table 1 differ in the RF channels assigned to the MANET
radios and to the gateways. For example in use case 3, GW-A is assigned channel 01
(intra-MANET radio) and channel 11 (inter-MANET radio). In addition:

• Case 0 also differs from the other use cases in its network address assignments. In
this use case we make a baseline measure of throughput from a flat (same subnet)
multi-hop network. Here, we expect co-channel interference to contribute to col-
lisions and loss of packets.

• Case 1 examines the potential overhead of the gateway application and its intro-
duction to two MANETs separated by subnet addresses but not by radio frequency.
All nodes, including the gateways’ internal and external radios, are tuned to channel

Fig. 1. The configuration of two MANETs in Scenario 1. Nodes 3 and 4 are gateways with two
radios tuned according to use cases in Table 1. The internal radio interface (I/F) is denoted
WLAN0, while the external radio interface is denoted WLAN1. MANETs are partitioned with
three parameters: The MANET’s SSID, the operating WiFi channel and the subnet address. The
subnet address of the gateway MANET is 192.169.1.xx.

Table 1. Channel assignments of the radios in Scenario 1.

Use
case

MANET-A GW-A GW-B MANET-B Description

0 11 11/11 11/11 11 One flat MANET, base
measure

1 11 11/11 11/11 11 Two MANETs, two GWs, all
@ Ch.11

2 11 11/11 11/06 06 Two MANETs, one GW @
Ch.11/06

3 01 01/11 11/06 06 Two MANETs & GWs, Ch.
01/11/06
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11, as they were in case 0. The subnet addresses of the twoMANETs are 192.168.11.
xx and 192.168.12.xx, and that of the gateway MANET is 192.168.1.xx.

• Case 2 is designed to measure the effect of reduced co-channel interference.
One MANET is assigned to operate on channel 6; its gateway’s internal radio is also
tuned to channel 6 while the rest of the nodes operate on channel 11.

• Case 3 offers the environment in which we measure potential improvements in
throughput by dedicating channel 11 to inter-gateway communication. Both gate-
ways’ external radios are tuned to channel 11 while the MANETs are tuned to
channels 1 and 6, respectively.

Fig. 2. The laboratory configuration of two MANETs in Scenario 1. The two MANETs are
depicted in yellow ellipses. The two tablets (representing nodes 3 and 4 of Fig. 2) are gateways
with two radios, one internal and one external to the tablet. The external radio is the TP-Link.
(Color figure online)

Fig. 3. The configuration of three MANETs in Scenario 2. Nodes 4 and 5 are gateways of
MANET-B depicted in our laboratory experiment with a Nexus 7 tablet and a Nexus 5 phone,
respectively. Their external radios are the TP-Link.
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Scenario 2. In Scenario 2 (single use case), MANET-B provides connectivity between
MANETs A and C so that CMDR-A establishes a multi-hop connection to CMDR-C.
This scenario is depicted in Fig. 3.

Scenario 2 continues the theme of minimizing co-channel interference; MANETs A,
B and C are assigned to operate on channels 1, 6 and 1 respectively, while the gateways
operate on one common channel 11. This test ensures that an iPerf-generated packet
destined from CMDR-A to CMDR-C is relayed correctly through the gateways in
MANET-B, leaving subnet 192.168.11.x through 192.168.12.x for 192.168.13.x.
MANET-B has two gateways: a firewall rule forces them to establish their peer-to-peer
connection via their internal radios under subnet 192.168.12.x, leaving their TP-Links
on channel 11 under subnet 192.168.1.x to serve connections to each of their neigh-
bouring MANETs. In this scenario, the OLSR on the gateway nodes is configured (via
our gateway application) to advertise host network association (HNA) messages so that
subnets can be found for route discovery. The HNA messages advertise network routes
(subnet IDs) in the same way topology control (TC) messages advertise host routes. We
avoid (and recommend against) using multiple interface declaration (MID) messages
that advertise all the internal routes to other subnets; this ensures that internal routes are
kept private on a multi-national scenario.

Scenario 3. In Scenario 3, the traffic flow is from CMDR-A to CMDR-C. This sce-
nario configuration is depicted in Fig. 4.

Scenario 3 is similar to Scenario 2 in that MANETs A, B and C are assigned to
operate on channels 1, 6 and 1 respectively, while the gateways operate on one
common channel 11. In Scenario 3, however, each MANET is assigned one gateway
whereas in Scenario 2, MANET-B had two gateways.

Laboratory Results. We present our experimental results and summarize learned
lessons of our three scenarios. To put the throughput results in perspective, we first
present the commercial specifications of our link connections. The specifications are:

• TP-Link to the tablet/phone connection is USB 2.0 (universal serial bus) with
maximum data rate up to 480 Mbps.

Fig. 4. The configuration of three MANETs in Scenario 3. Nodes 3, 7 and 4 are gateways that
form a MANET of their own; these gateways are depicted in our laboratory experiment with
Nexus 7 tablets. Their external radios are the TP-Link.
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• Internal radios of the tablets are (802.11b/g/n) rated up to 150 Mbps.
• Internal radios of the phones are (802.11a/b/g/n/ac) rated up to 300 Mbps.
• TP-Link to TP-Link connection (802.11n) is rated up to 150 Mbps; this is the main

inter-gateway connection common for interoperability in our scenarios and the
relative bottleneck among the links.

The TCP and UDP throughput results are presented in Figs. 5 and 6, respectively.
Each scenario (and use case) is run ten times; each time (i.e., every point on the graph)
is an averaged value over a 30-second iPerf transmission. The TCP packets are
transmitted at the highest possible rate for assured reception; the iPerf UDP packets are
transmitted at 50 Mbps load.

The TCP throughput increases of Scenario 1 cases 1 to 3 are well noted and result
from the reduction of co-channel interference. The throughput of Scenario 1 case 0,
however, is higher than those of cases 1 and 2. The MANET in Scenario 1 case 0 is a
flat merged network using channel 11; with no gateway, it presumably has the most

Fig. 5. TCP throughput results of Scenarios 1 to 3.

Fig. 6. UDP throughput and loss rate results of Scenarios 1 to 3.
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co-channel interference among the scenarios. This throughput observation indicates
that there is overhead associated with the gateway application managing a connection
in a two-MANET formation partitioned by subnet addresses (Scenario 1 cases 1 and 2).
We also presume that the carrier sense multiple access (CSMA) of the 802.11 radios
had the opportunity to optimize access time to channel 11.

The channel transition of the iPerf traffic for Scenario 1 case 3 is 1-11-6 whereas that
of Scenario 3 is 1-11-1 next to a MANET operating on channel 6. Our results show that
Scenario 3 produced higher average throughput than Scenario 1 case 3. It is possible
that co-channel sensing of CSMA influences transmission times such that optimum
throughput performance may be achieved, e.g., by performing bulk acknowledgements.

In the UDP throughput results shown in Fig. 6, we note that the data points are not
as stable as those of TCP in Fig. 5 because UDP is a connectionless protocol and does
not re-transmit lost or erroneous packets. Here, the throughput of Scenario 1 case 1 is
lower than Scenario 2; both have similar loss rates. This observation indicates that
co-channel interference in Scenario 1 case 1 reduces the throughput of UDP packets
such that it is lower than hopping over two additional gateways in Scenario 2 where
there is no co-channel interference.

The HNA feature of OLSR is implemented per (radio) interface in order to enforce
control over the direction of advertised subnets and to avoid circular routes. This allows
us to dedicate a gateway to a neighbouring MANET – the external radio of the gateway
that connects to the neighbour MANET advertises a specific subnet.

A MANET providing a connection service between two MANETs (e.g., Scenario 2)
must advertise subnet addresses inside its network as well as outside. Every MANET
node is assigned a default gateway; these internal HNA advertisements help the default
gateway of a node route the message to the subnet of the destination address. These
internal HNA messages are not needed in a MANET that has only one gateway serving
multiple neighbours, such as the formation in Scenario 3.

3 Domain Name Service

Domain name service (DNS) is an Internet standard protocol made of a collection of
request for comments (RFC) documents [12] published by the Internet Engineering
Task Force. The messaging exchange in the protocol allows a node to address its
destination by a name, instead of by the numerical representation of the IP destination
address. In this work, we use the role name of a MANET node such as CMDR. Earlier,
in the basic connectivity section, we had assumed that the two commanders in Fig. 1
were in possession of one another’s IP addresses. Now, the IP address of the desti-
nation does not have to be known a priori at the source. With the DNS feature,
CMDR-A can address CMDR-B by its role name and its domain name, e.g., cmdr.b
representing the commander’s role name in MANET-B domain.

The DNS protocol message flow and its trigger by CMDR-A are explained below
with reference to Fig. 1. A traffic message is formed with cmdr.b as the destination
address. The message is queued until DNS software resolves the ‘RoleName.domain’
and maps it to an IP address. A DNS signaling message is sent to GW-A, the default
gateway of the source node, CMDR-A. The DNS signaling message is forwarded to
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GW-B because domain ‘.b’ is identified with GW-B in GW-A. At GW-B, the DNS
software resolves the ‘RoleName.domain’ to the IP address mapping of CMDR-B.
GW-B responds to GW-A with the IP address for CMDR-B. Then, GW-A forwards the
signaling message to CMDR-A’s queue where the original traffic message is stored.
Subsequently, the traffic message is sent from 192.168.11.10 to 192.168.12.11.

In Fig. 7, we present a screen shot of our DNS experiment where cmdr.ca generates
a ‘ping’ command to cmdr.uk whose address is successfully resolved to 192.168.12.11.
In the experiment, the ‘.ca’ and ‘.uk’ represent Canada and United Kingdom domains,
respectively replacing CMDR-A and CMDR-B. The DNS query (signaling message) is
triggered per ‘traffic flow’, i.e., as needed. The result of a query is cached for a
configurable time-to-live (TTL). In our Android implementation, we use a Linux DNS
server (DNSmasq) and replace the Android default DNS, i.e., Google, because it
requires connection to the Internet2. The DNS server is currently implemented on the
gateway nodes; however, it can be implemented on any node in the MANET, so long
as a traffic source can route DNS queries to the DNS server node.

Figure 7 also shows screen shots of our customized application on Nexus 5 phones
representing CMDR-A (left) and CMDR-B (right) of Fig. 1. As mentioned earlier, in
our customized application, every node is assigned a default gateway, and now, in this
stage, a default DNS server. It is this customized application that enables a node to
control its radio interfaces, act as or assign a gateway or a DNS server. The screen shots
of CMDR nodes show the CMDRs’ default gateway and DNS server addresses as
192.168.11.101 and 192.168.12.102, respectively. In our experiments, we successfully

Fig. 7. A ‘ping’ command from cmdr.ca (CMDR-A in Fig. 1) is translated to cmdr.uk’s IP
address (CMDR-B) via the DNS server implemented on GW-A and GW-B. Screen shots of our
customized application on Nexus 5 phones representing CMDR-A (left) and CMDR-B (right)
show the CMDRs’ default gateway and DNS server addresses as 192.168.11.101 and
192.168.12.102, respectively.

2 DNSmasq allows us local control to add and to resolve domain names.
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performed end-to-end ‘ping’ and ‘traceroute’ commands on Scenarios 1, 2, and 3,
testing the DNS function in all aforementioned MANET configurations, but for brevity
we do not show their screen captures here.

4 Network Address Translation

We extend the features of our custom application to include network address translation
(NAT) such that the DNS query response returns a configurable public IP address of a
MANET node’s RoleName (in the query) not its actual private IP address. The private
IP address of the destination node is not only kept sovereign within its MANET
domain, it is further protected by the NAT feature such that it is not shared outside of
the MANET domain.

We have chosen to implement this feature on the gateway node which is at the edge
of the MANET as the final trusted node that releases traffic packets to external
domains. An outgoing traffic packet from a source node is sent with a private source IP
address and a public destination IP address, acquired by the DNS protocol. When this
packet arrives at the default gateway (of the source node), its private source IP address
is mapped to a public source IP address. This process is referred to as a source NAT.

Analogously, an incoming traffic packet that arrives at the gateway carries public
source and destination IP addresses. At the gateway, by a process referred to as a
destination NAT, the packet’s public destination IP address is mapped to a private
destination IP address.

We present Fig. 8 as evidence of our NAT implementation. The WiresharkTM flow
capture of Fig. 1 configuration is shown where cmdr.ca (CMDR-A) generates a ‘ping’
command to cmdr.uk (CMDR-B) whose address is successfully resolved to
10.168.12.11. This address is the public address of cmdr.uk as it is in 10.x.x.x network
address space, not the 192.x.x.x network address space where the private address
resides. The flow capture shows the implementation of both source and destination
NATs as the private addresses are protected and hidden.

Source and destination NAT techniques are employed and executed in the Linux
kernel. We use the Netfilter feature of the Linux kernel to implement NAT in our
application. The application generates source and destination NAT rules, S-NAT and
D-NAT respectively, such that the IP Table gets reconfigured with ‘iptables’
commands.

It is important to note that the gateway node itself, as a member of the MANET,
must subject its internal (radio) traffic to the NAT rules. It is also important to note that
with our scheme, the subnet address space of the public domain becomes limited as the
number of nodes increases and their addresses are mapped to a public address. In a
coalition operation, the public subnet addresses must be managed and even
pre-assigned to the participating nations.
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5 Summary

Gateways provide traffic relay service between two autonomous MANETs. In this
work we presented experimental results performed on three MANET scenarios. We
have shown that even though a gateway is an extra relay in the MANET, there is a
noticeable improvement in throughput when the frequency assignments are managed in
a coalition deployment such that co-channel interference is reduced. Frequency man-
agement, however, should be weighed against the inevitable exposure to jamming as
more frequency allocations (different channels) mean more targets.

We implemented the relay functionality along with DNS and NAT in a customized
Android application. We implemented the gateway discovery function by taking
advantage of the OLSR protocol and its HNA messages. The gateway application
manages configuration settings such that MANETs can be partitioned by RF radio
channels, subnet addresses and SSIDs.

From a security perspective, we showed that MANETs can operate using sovereign
private subnet addresses and only share their assigned public subnet addresses. The
public address space assignments in a coalition deployment, however, require careful
planning to avoid public-address collisions between network gateways.

In this work, we have realized the architecture that was detailed in [2]. For brevity,
we have omitted the prototyping results of the encryption strategy as they are out of
scope of this work.

Fig. 8. A ‘ping’ command from cmdr.ca is translated to cmdr.uk’s public IP address via the
DNS server and NAT implemented on GW-A and GW-B. Screen shot of Wireshark captured
messages shows the gateway addresses as 192.168.1.101 and 192.168.1.102, and the public
addresses of the two commanders as 10.168.11.10 and 10.168.12.11, respectively in subnet
10.x.x.x. not 192.x.x.x.
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In a MANET, there is no “physical” way to ensure that a high-assurance mobile
exchange point is connected to the perimeter of the network. Appropriate architectures
and algorithms may employ multiple exchange points or allow for a single mobile
exchange point to serve as the “logical” gateway between two networks. Along that
theme, we are considering the following areas in our future research: policy enforce-
ment at the tactical edge, distributed DNS and load balancing between multiple gate-
ways. These new architectures will ensure that network connectivity between two
partners will be more robust (i.e., survivable) despite mobility and changes to topology.
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