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Abstract. The work presented in this paper relies on the recognition of emo-
tions during pilot trials with elderly people in an ecologically valid living lab.
The emotion recognition is processed by cloud based service and the photos for
processing are captured from Kinect based on the skeleton presence and
information. The Kinect publishes its information to a channel where the clients
subscribe efficiently either to the skeleton or the RGM images channel.
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1 Introduction

In the research field of Ambient Assisted living, a shift towards monitoring elderly
people status remotely, providing the physicians with information not only on physical,
but also the psychological health [1, 2] has been identified. The emerging trends are
behavioral profiling and activity monitoring in the wild as parts of decision support
implementations in AAL context [3, 4]. Face [5], body language and vocal cues [6, 7]
are the dominant modalities for emotion recognition.

So far, in the unobtrusive emotion recognition domain, efforts are mostly made in
“in-vitro” ideal set-ups while the real challenge is multimodal emotion recognition in
the wild, in ecologically valid environments. Although a lot of facial expression
recognition systems have emerged with good accuracy [8], emotion recognition in the
wild remains a challenging problem due to diversity in scenes in the form of head pose,
illumination, occlusion and background noise [9].

2 Materials and Methods

The work presented in this paper relies on the recognition of emotions during pilot
trials with elderly people in an ecologically valid living lab. The emotion recognition is
processed by cloud based service and the photos for processing are captured from
Kinect based on the skeleton presence and information.
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2.1 Architecture

The Controller Application Communication framework (CAC-framework) [10], based
on the publish/subscribe messaging pattern in line with the IoT paradigm, is a cross
device/application framework built on top of the Webockets. Design to support high
throughput for real time streaming of information published from gaming controller,
such as Kinect, Wii and Emotiv [11], JSON messages are exchanged among the
devices and applications in the same session [12].

In the work presented in this paper (cf. Fig. 1), a NodeJs client subscribes to the
skeleton information of the Kinect. Every time a skeleton is detected, the NodeJs client
subscribes to the RGB image channel of the Kinect, gets the first streamed image and
unsubscribes from this channel to avoid wasting bandwidth. Thereafter, the image is
sent to the Emotion API of the Project Oxford1 [13] and the emotion information is
returned back. This information is then enriched with information pertaining to the
skeleton position and rotation (from the body shoulders). The NodeJs application does
not capture images more frequently than 5 s.

2.2 Experiment

Lab pilots ran in Thessaloniki, in the Active & Healthy Aging Living Lab (http://aha-
livinglabs.com). There, a living room environment and a kitchen environment were set
up in the same room and equipped unobtrusively with the necessary recording
infrastructure, including the Kinect sensor. Each participant visiting the Living Lab was
going through some daily activities [14], interaction with smart devices and
exergaming play [15] for approximately 60–90 min (cf. Fig. 2). This study presents
results of 6 sessions for 2 seniors. The CAC Playback Manager [16] was utilized to
reproduce the experiment by playing back the recorded datasets.

Fig. 1. Architecture of the emotion recognition approach exploiting the IoT infrastructure in
Active and Healthy Ageing related pilots in living labs.

1 https://www.projectoxford.ai/demo/emotion#detection.
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3 Results

In Table 1 emotions detected represents the number of images where at least one face
emotion has been detected (along with the average value of three emotions) while the
images analyzed is the total number of images sent to the Emotion API for processing.
The max distance and body angle (shoulders rotation) are the maximum corresponding
values of the skeleton when an emotion is detected.

4 Discussion

This work presents a first approach towards identifying the limitations of emotion
recognition in the wild. Since the existing methodologies are far from perfect, a con-
textual approach to application should be considered. For example, since our findings
indicate that existing algorithms perform better when the subject is less than 2.5 m
away and with facing angle up to 70o, it follows that context aware emotion recognition
could be more accurate in the IoT domain. On the other hand, the purpose of this work
is to underline existing limitations and provide points on which we could focus our
research for improving existing methodologies.
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Table 1. Emotions detected along with the seniors position and rotation

Actor# Day# Duration
(mins)

Emotions
detected

Images
analyzed

Max
distance
(m)

Max
body
angle

Anger Happy Sad

1 1 87 334 667 2.42 41 0.005 0.008 0.017
1 2 88 252 665 2.5 68 0.004 0.024 0.003
1 3 124 350 1191 2.48 78 0.004 0.033 0.005
2 1 103 210 1035 2.44 39 0.009 0.100 0.051
2 2 135 347 1738 2.43 41 0.021 0.048 0.069
2 3 98 147 1305 2.54 42 0.012 0.070 0.033

Fig. 2. The senior in the AHALL along with the skeleton detected information.
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