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Abstract. Centralized network control plane in SDN brings scalability and
reliability problem to the network, therefore, the research of multi-controller is
appeared. For improving the communication efficiency between the controller
and the network device, this paper proposes a loose management strategy to
dynamically adjust the frequency of interaction between controllers and network
devices. Based on the above idea, firstly, this paper designed the scheme and
algorithm of multi-controller loose management. Secondly, this paper quanti-
tatively analyzed the advantages of multi-controller loose management algo-
rithm by mathematically modeling the virtual network deployment success ratio
and the management revenue between controllers and network devices. Finally,
experiment results show that the multi-controller loose management idea can
improve the communication efficiency between the controller and the network
device and the controller management efficiency. Simulation results also show
that mathematical model accurately predict the performance of loose manage-
ment algorithm.
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1 Introduction

Software Defined Network (SDN) as a new network architecture [1, 2], realizes the
centralized, dynamic, and programmable control of the entire network by the virtual-
ization and the separation of application layer, control layer, and data layer.

Like other centralized systems, centralized control in SDN also causes problems of
scalability and reliability. Therefore, it is necessary to establish a logical centralized
control platform to management the entire network.

In the multi-controller structure of SDN, the controller may not know the status of
the network device resources, so a heavy-load network device will probably repeatedly
refuse requests from controllers. For improving the communication efficiency between
the controller and the network device, this paper proposes a loose management strategy
to dynamically adjust the frequency of interaction between controllers and network
devices. We consider Virtual Networks (VNs) deployment in SDN as an example.
When the number of VNs not deployed by a network device reaches a threshold, the
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controller will temporarily stop the communication with the network device. After a
period of time, the communication between the controller and the network device is
resumed. It will improve the management and communication efficiency between
controllers and network devices. That is the first contribution of this paper. The second
contribution of paper is mathematically modeling of the Virtual Network (VN) de-
ployment success ratio, and the communication benefits between controllers and net-
work devices. Both of the model and simulation results confirm the advantages of loose
management.

The remainder of the paper is organized as follows. Section 2 introduces the related
work, including the classification of the multi-controller. Section 3 proposes the
scheme and algorithm of loose management. Section 4 evaluates the model using
simulations. Finally, Sect. 5 concludes the paper.

2 Related Work

Currently, the implementation for SDN [4] architecture is reliant upon a single con-
troller to push flow rules to all SDN-enabled switches in the network, which creates a
performance bottleneck and single point of failure in large networks [5]. Therefore,
many scholars have attracted to the research of multi-controller. Multi-controller in
SDN can be classified from four viewpoints.

(1) Whole network view controller and local network view controller. The former
controllers have a complete information about the entire networks, e.g., HyperFlow
[3] and D⁃ZENIC [7]. While the latter controller have not, e.g., Devolved [8].

(2) Multi-management controller and no multi-management controller. The former
means that a single network device may be managed by more than one controller,
e.g., Devolved [8], ElastiCon [9], and the literatures [10–12]. The latter refers to
that every controller manages part of the network, and a single network device is
managed only by one controller, e.g., HyperFlow [3].

(3) Single-level controller and multi-level controller. The latter controllers have a root
controller as management operations coordinator of local controllers, e.g.,
Kandoo [13], D⁃ZENIC [7]. The former controllers locate on the same level of
managing the network devices, e.g., Devolved [8], HyperFlow [3], ONOS [18],
and the literature [10, 11].

(4) Static management controller and dynamic management controller. Their differ-
ence is whether or not the management relationship between network devices and
controllers will change the controller with time on. In other words, a network
device probably has different controllers in different situations. The typical
examples of the former are Onix [14], HyperFlow [3], the literature [15], while the
examples of the latter are literature [12, 16] and ElastiCon [9].

Based on the multi-controller multi-management, this paper proposes the loose
management idea to improve communication efficiency between devices and con-
trollers. There are some researches of improving communication efficiency between
devices and controllers, e.g., the literature [17].
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3 Scheme and Algorithm of Loose Management
for Multi-controller

Control plane and data plane are physically separated in SDN network architecture,
which makes centralized configuration and management of the network possible. Based
on this, we propose a loose management scheme on network device for multi-controller
multi-management, as shown in Fig. 1.

We assume that required resources of deploying a VN is RVN . Here, the “resource”
is a generic concept and can be referred to memory, bandwidth, CPU, etc., or the
composite of various resource types, which depends on users’ applications. We assume
that the life cycle of a VN is T, the amount of resources in a network device is Rsub, the
average time between two adjacent request of deploying a VN is D, the VN deployment
requests arrive according to a Poisson process. When T=Dð ÞRVN �Rsub; the amount of
resources in a network device is adequate to deploy VN. When ðT=DÞRVN [Rsub, the
amount of resources in a network device is insufficient to deploy VN. The later will
cause that the network device is not able to participate in the deployment of VNs, and
refuses requests from controllers, which wastes communication and management
overheads (including receiving, handling, and replying the request, maintaining the
communication state) in both controllers and network devices. Meanwhile, the success
ratio of VN deployment is low since more requests are refused.

When the resources of network device are not enough to deploy VNs, the controller
will suspend the communication with the network device for some time. When the
resources in the network device are released, the controller will restore communication
with the network device. Based on the above scheme, we propose an multi-controller
loose management algorithm, shown as follows:

Fig. 1. Multi-controller multi-management
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4 Analysis of the Deployment Success Ratio and the Loose
Management Revenue

We use two metrics to measure the improvement effects of the strategy of loose
management. The first one is the deployment success ratio of VNs, which is defined as
the ratio of the number of successful VNs deployment on a network device and the
number of VNs deployment request on the network device. The second one is the net
revenue of deploying a VN, which is defined as the difference between the revenue of a
successful deployment and the cost of communication.

In this section, firstly, we conduct simulations to compare loose with non-loose
management algorithms in terms of the above two metrics. Secondly, in order to better
predict the performance of loose management algorithm, we establish the mathematical
model and verified it by simulations.

The independent and dependent variables used in this section are defined in
Tables 1 and 2 respectively.

Fig. 2. Multi-controller loose management algorithm.

Table 1. Independent variables

Parameters Definition

Rsub The resource capacity of a network device
RVN The resource requirement for deploying a VN
k The number of VNs deployment requests per unit time
r The threshold number of VNs that the network device doesn’t participate in

before the communication is suspended
t1 The duration of communication suspension
T The lifecycle of VN
x The communication cost of a VN deployment
s The net income of deploying a VN
M The total number of requests for deploying VNs
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4.1 Comparison Between the Loose and Non-loose Management
Algorithms

Based on the algorithm in Fig. 2, we use discrete event simulation to simulate multiple
controllers communication with a single network device. It is worth explaining that our
simulation scenario can represent the general case containing multi-controllers and
multiple network devices, as every network device is independent. Our simulation
platform is Eclipse IDE for C/C ++ Developers. The simulation of VNs request gen-
erated using a Poisson process.

By default, the number of VNs deployment requests per unit time is 0.04. The life
cycle of each VN request is distributed with a mean of T ¼ 1000 exponential distri-
bution; the resource requirement for deploying a VN obeys [0, 25] uniform distribu-
tion; the resource capacity of a network device is 100; the total number of requests for
deploying VNs is 2000.

During the experiment we generate VN deployment requests in accordance with the
above parameters configuration. We conducted simulation experiments to compare the
non-loose and the loose management algorithm. The simulation process of non-loose
management algorithm is shown in Fig. 3 below. The simulation process of loose
management algorithm is shown in Fig. 4 below.

In the simulation, default parameters are: r ¼ 3, t1 ¼ 300, T ¼ 1000, k ¼ 0:04,
M ¼ 2000.

Figures 5 and 6 show the performance of g and Rev with the change of k (from 0.04
to 0.08), respectively.

Figures 7 and 8 show the performance of g and Rev with the change of T (from 500
to 2000), respectively.

Figures 9 and 10 show the performance of g and Rev with the change of M (from
500 to 2500), respectively.

From the simulation results, we concluded that:

(a) Compared with the non-loose management algorithm, the loose management
algorithm has higher success ratio of deployment of VN requests and higher net
income of VN deployment. The simulation result is consistent with the analysis in
Sect. 3.

Table 2. Dependent Variables

Parameters Definitions

m0 The average number of VNs that one network device can participate in in unit
time

y The proportion of communication time in unit time
t2 The average duration of a communication cycle
R0 The net income of VN deployment in unit time
g The success ratio of VN deployment requests
Rev The total net income of VN deployment
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(b) The more number of VNs deployment requests per unit time causes the more
number of VNs deployment that the network device doesn’t participate in because
of limited network device resources, so that the net income is lower.

(c) The longer life cycle of VNs means the longer occupation of network device
resources by the VN. It causes the network device participate in a less number of
VNs deployment, so that the net income of VN deployment is lower.

(d) The more number of VNs deployment requests causes the more net income of VN
deployment. The success ratio of deployment of VN requests have little change
vary with the number of VNs deployment requests.

Fig. 3. Non-loose management on network devices
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Fig. 4. Loose management on network devices

Fig. 5. Relationship between k and g Fig. 6. Relationship between k and Rev
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4.2 Mathematical Model of Loose Management Algorithm

To simplify the derivation, we assume that the request of VNs are uniform arrived in
our mathematical modeling.

The maximum number of virtual nodes that a single network device can support at
the same time is defined as Rsub=RVN , ðRsub=RVNÞþ r is the number of requests for
deploying VNs from the beginning to the suspension of communica-
tion. (ðRsub=RVNÞþ rÞ=k is the average duration of a communication cycle. Next, we
will discuss two cases.

(1) t1\ðT � ððRsub=RVNÞþ rÞ=kÞ means the duration of communication suspension
is shorter. Assume the proportion of communication time in unit time is y, the
duration of communication time during the lifecycle of a VN is yT. So the
average number of VNs that a network device can participate in unit time is

m0 ¼ Rsub=RVNð Þ=ðyTÞ: ð1Þ

During a period of communication between network devices and controllers, when
the number of failed VN deployment reaches k, the network device will suspend the

Fig. 7. Relationship between T and g Fig. 8. Relationship between T and Rev

Fig. 9. Relationship between M and g Fig. 10. Relationship between M and Rev
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communication with the controller, therefore the average duration of a communica-
tion cycle is

t2 ¼ r=ðk� m0Þ: ð2Þ

Since y is the proportion of communication time in unit time, then,

t1 þ t2 ¼ t2=y: ð3Þ

According to formula (1), (2), and (3), we can obtain

y ¼ ðrþ RSub=RVN

T
t1Þ=ðrþ kt1Þ: ð4Þ

(2) t1 �ðT� ððRsub=RVNÞþ rÞ=kÞ means the duration of communication suspension
is longer, so that the network device restores communication with the controller
after the VNs are already finished. Therefore, the average duration of a com-
munication cycle is

t2 ¼ ðRSub=RVN þ rÞ=k: ð5Þ

So the average number of VNs that a network device can participate in in unit time is

m0 ¼ ðRSub=RVNÞ=ð RSub=RVN þ rð Þ=kÞ: ð6Þ

According to formula (2) and (6), we can obtain

y ¼ r=ðrþðk� m0Þt1Þ ð7Þ

For both cases, the net income of VN deployment in unit time is,

R0 ¼ ðm0 � s� k � xÞy ð8Þ

The success ratio of VN deployment requests is:

g ¼ m0=k ð9Þ

Next we will contrast mathematical models and simulation of the loose
management.

In the simulation, default parameters are: r ¼ 3, T ¼ 1000, k ¼ 0:04, M ¼ 2000,
Rsub ¼ 100, RVN ¼ 12:5. The simulation results are shown in Figs. 11 and 12 below.

From Figs. 11 and 12 we can see that the mathematical model can accurately reflect
the performance of the loose management.
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When the duration of communication suspension is much shorter. The number of
communication suspension will decrease with the increasing of the duration of the
communication suspension, therefore the number of VNs that the network device
doesn’t participate is fewer, so the success ratio of VN deployment requests and the
total net income of VN deployment will increase.

When the communication suspension is much greater. Therefore, each communi-
cation cycle has almost the same number of VN deployment requests and the same
number of successful VN deployment. Consequently, the success ratio of VN
deployment requests will remain unchanged. However the total number of requests for
deploying VNs will decrease with the increasing of the duration of the communication
suspension, so the number of successfully deployment VNs will decrease, therefore the
net income of VN deployment will decrease.

5 Conclusion

This paper proposes a novel loose management strategy to dynamically adjust the
frequency of interaction between controllers and network devices. In detail, When the
number of not deploy VNs in a network device reaches a threshold, the controller will
temporarily stop the communication with the network device. After a period of time,
the communication between the controller and the network device is resumed. It will
improve the management and communication efficiency between controllers and net-
work devices.

Based on the above idea, firstly, we designed the scheme and algorithm of con-
troller loose management. Secondly, we quantitatively analyzed the advantages of
controller loose management algorithm by mathematically modeling the VN deploy-
ment success rate and the communication revenue between controllers and network
devices. Finally, simulation results show that the controller loose management idea can
improve the communication efficiency between the controller and the network device
and the controller management efficiency. Simulation results also show that mathe-
matical model accurately predict the performance of loose management algorithm.

Fig. 11. Relationship between t1 and g Fig. 12. Relationship between t1 and Rev
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