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Abstract. In order to support heterogeneous services, using the information
generated by a huge number of communicating devices, the Future Internet should
be more energy-efficient, scalable and flexible than today’s networking platforms,
and it should allow a tighter integration among heterogeneous network segments
(fixed, cellular wireless, and satellite). Flexibility and in-network programma-
bility brought forth by Software Defined Networking (SDN) and Network
Functions Virtualization (NFV) appear to be promising tools for this evolution,
together with architectural choices and techniques aimed at improving the net-
work energy efficiency (Green Networking). As a result, optimal dynamic
resource allocation strategies should be readily available to support the current
workload generated by applications at the required Quality of Service/Quality of
Experience (QoS/QoE) levels, with minimum energy expenditure. In this
framework, we briefly explore the above-mentioned paradigms, and describe their
potential application in a couple of satellite networking related use cases,
regarding traffic routing and gateway selection, and satellite swarms, respectively.

Keywords: Network flexibility � Network programmability � SDN � NFV �
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1 Introduction

Among other types of traffic, the Future Internet should support a very large number of
heterogeneous user-led services, increased user mobility, machine-to-machine (M2M)
communications, and multimedia flows with a massive presence of video. In order to
face the challenges posed by the increased volume and differentiation of user-generated
traffic, many Telecom operators believe that next-generation network devices and
infrastructures should be more energy-efficient, scalable and flexible than those based
on today’s telecommunications equipment, along with a tighter integration among
heterogeneous networking platforms (fixed, cellular wireless, and satellite). A possible
promising solution to this problem seems to rely on extremely virtualized and “verti-
cally” (across layers) optimized networks. At the same time, the interaction between the
network and the computing infrastructure (user devices, datacenters and the cloud),
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where applications reside, needs to be redesigned and integrated, with the aim of
achieving greater use of mass standard Information Technology (IT), ease of pro-
grammability, flexibility in resource usage, and energy efficiency (goals actually pur-
sued since a long time in the IT world, also by means of virtualization techniques). In
all network segments (access, metro/transport and core), and across different net-
working infrastructures, this attitude, aiming at leveraging on IT progress, as well as
achieving energy consumption proportional to the traffic load, is rapidly being adopted
[1–3]. In this perspective, energy efficiency also plays a central role, and can be viewed
as an indicator of the “health” of the overall computing and networking ecosystem. It
reflects the extent of exploitation of computing, storage, and communications hardware
capabilities to the degree needed to support the current workload generated by appli-
cations at the required Quality of Service/Quality of Experience (QoS/QoE) levels.
Thus, flexibility and programmability of the network itself and of all other physical
resources come naturally onto the scene as instruments that allow optimal dynamic
resource allocation strategies to be really implemented in practice.

In this short note, we will explore the state of the art in energy-efficiency in various
networking platforms, including the satellite segment, and the integration of green
technologies in the framework of two emerging paradigms for network programma-
bility and flexibility – Software Defined Networking (SDN) [4, 5] and Network
Functions Virtualization (NFV) [6] – as a sustainable path toward the Future Internet.

2 Flexibility and Programmability in the Network

Bottlenecks in the networking infrastructure have been changing over time. Whereas
one of the main bottlenecks once used to be bandwidth (still to be administered
carefully in some cases, though), the increase in the capacity of transmission resources
and processing speed, paralleled by an unprecedented increase in user-generated traffic,
has brought forth other factors that were previously concealed. Among others, some
relevant aspects are:

• The networking infrastructure makes use of a large variety of hardware appliances,
dedicated to specific tasks, which typically are inflexible, energy-inefficient,
unsuitable to sustain reduced Time to Market of new services;

• The so-called “ossification” of the TCP/IP architectural paradigm and protocols –
implemented most of the time on proprietary components – is hindering the
capability to host evolutions/integrations in the standards;

• The efficient (in terms of resource usage) management and control of flows, be they
user-generated or stemming from aggregation, has become increasingly complex in
a purely packet-oriented transport and routing environment.

Then, as one of themain tasks of the network is allocating resources, a natural question
is how to provide architectural frameworks capable of efficiently supporting algorithms
and techniques that can make this task more dynamic, performance-optimized and
cost-effective. Current keywords in this respect are Flexibility, Programmability, and
Energy-Efficiency. SDN and NFV aim at addressing the first two. We do not enter any
details here (among others, see [4–6]), but only note some essentials. By decoupling the

2 F. Davoli



Control Plane and theData (Forwarding) Plane of devices, SDN allows amore centralized
vision to set the rules for handling flows in the network, bymeans of specific protocols for
the interaction between the controller and the devices under its supervision. OpenFlow is
the most well known and widespread of such protocols and a paradigmatic example. It
allows setting up, updating and modifying entries in a flow table on each forwarding
device, by establishing matching rules, prescribing actions, managing counters and
collecting statistics. On the other hand, NFV leverages “…standard IT virtualization
technology to consolidate many network equipment types onto industry standard high
volume servers, switches and storage, which could be located in Datacentres, Network
Nodes and in the end user premises” [6]. It fosters improved equipment consolidation,
reduced time-to-market, single platform for multiple applications, users and tenants,
improved scalability, multiple open eco-systems; it exploits economy of scale of the IT
industry (approximately 9.5 million servers shipped in 2011 against approximately 1.5
million routers). NFV requires swift I/O performance between the physical network
interfaces of the hardware and the software user-plane in the virtual functions, to enable
sufficiently fast processing, and a well-integrated network management and cloud
orchestration system, to benefit from the advantages of dynamic resource allocation and to
ensure a smooth operation of theNFV-enabled networks [3]. SDN is not a requirement for
NFV, but NFV can benefit from being deployed in conjunction with SDN. Some
examples of this integration are provided in [3], also in relation to energy-efficiency,
whichwill be the subject of the next Section. For instance, an SDN switch could be used to
selectively redirect a portion of the production traffic to a server running virtualized
network functions. This way the server and functions do not need to cope with all
production traffic, but only with the relevant flows. The SDN-enabled virtual switch
running inside the server’s hypervisor can dynamically redirect traffic flows transparently
to an individual network function or to a chain of network functions. This enables a very
flexible operation and networkmanagement, as functions can be plugged in and out of the
service chain at runtime [3]. As the main focus of these notes is on the relevance of these
architectural paradigms and techniques in the context of satellite networking, we can
remark explicitly that, among functionalities that would lend themselves to such treat-
ment, we might include many of those typically delegated to Performance Enhancing
Proxies (PEPs), a kind of middlebox quite frequently encountered in satellite
communications.

Essentially, with the adoption of these two paradigms, the premises are there for a –
technically and operationally – easier way to more sophisticated and informationally
richer network control (quasi-centralized/hierarchical vs. distributed) and network
management. The latter may exhibit a tighter integration with control strategies, and
closer operational tools, with perhaps the main differentiation coming in terms of time
scales of the physical phenomena being addressed. In our opinion, the technological
setting brought forth by the new paradigms enables the application of the philosophy
that was at the basis of some of the early works on hierarchical multi-level and
multi-layer control concepts, both in the industrial control and networking areas [7–9],
to an unprecedented extent.
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3 Energy Efficiency

How does all this interact with network energy-efficiency? As a matter of fact, making
the network energy-efficient (“Green”) cannot ignore QoS/QoE requirements. At the
same time, much higher flexibility, as well as enhanced control and management
capabilities, are required to effectively deal with the performance/power consumption
tradeoff, once the new dimension of energy-awareness is taken into account in all
phases of network design and operation. The enhanced control and management
capabilities and their tighter integration offered by the application of SDN and NFV
concepts go exactly in that direction.

The reasons that drive the efforts toward “greening” the network are well known
[10, 11], and the impact of green networking on cutting the power consumption and
Operational Expenditure (OPEX) is non negligible [12]. Again without entering too
many details, we are particularly interested here in recalling the potential of the group
of techniques known as Dynamic Adaptation, where two among the typical control
actions that can be applied are Low Power Idle (LPI) and Adaptive Rate (AR), con-
sisting of the modulation of “energy operating states” in the absence and presence of
traffic, respectively [11]. Their effect can be summarized in the “power profile” of
energy-aware components of network devices, i.e., in the characterization of the power
consumption as a function of the traffic load [12]. In terms of QoS, the difference
among operating states lies essentially in the wakeup times from “sleeping modes” for
LPI (where lower power consumption implies longer wakeup time) and in different
operating frequencies and/or applied voltage for AR (which affects processing capac-
ity). Therefore, there is a natural tradeoff between power and performance, which can
be optimized for different values of traffic load. Given a certain number of operating
states, there are then basically two different kinds of control strategies to perform
Dynamic Adaptation: (i) entering a certain LPI configuration when no packet is present
to be processed in a specific component of the device and exiting to a certain active
configuration upon packet arrivals (which can be “sensed” in different ways);
(ii) choosing the idle and operating configurations in order to optimize some long-term
figure of merit (e.g., minimize average delay, average energy consumption, or a
combination thereof), while at the same time respecting some given constraints on the
same quantities. In the first case, control is effected at the packet level; the strategy is
dynamic and based on instantaneous local information (presence or absence of pack-
ets). In the second case the control can be based on parametric optimization, typically
relying on information acquired over a relatively long term (e.g., in time scales of
minutes, possibly comparable to flow dynamics – anyway several orders of magnitude
greater than the time scales of packet dynamics) and typically related to long-term
traffic statistics (average intensity, average burst lengths, etc.). The parametric opti-
mization with respect to energy configurations can be combined with other traffic-load
related optimizations, like load balancing in multi-core device architectures [13].

It is worth noting that optimization techniques at different time scales require some
form of modeling of the dynamics of the system under control. In this respect, models
based on “classical” queuing theory [13, 14] lend themselves to performance analysis
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or parametric optimization for adaptive control and management policies over the
longer time scales (with respect to queueing dynamics). The already cited examples are
in packet processing engines at routers’ line cards [13] and in Green Ethernet trans-
mission modules [14]. On the other hand, fluid models suitable for real-time control can
be derived from the classical queueing equations (we recall here the very interesting
approach pursued in [15]), or even from simpler, measurement-based, stochastic
continuous fluid approximations [16]. In [15], optimal dynamic control strategies were
applied upon fluid models derived from the classical queueing theory approach, but
capable of describing the dynamic evolution of average quantities of interest (e.g.,
queue lengths). In our opinion, it would be worth revisiting the approach in the light of
the new power consumption/performance tradeoff.

The above-mentioned models and techniques are suitable for Local Control Policies
(LCPs), to be applied at the device level. However, it is also important to be able to
establish energy-aware Traffic Engineering and routing policies at a “global” level (i.e.,
regarding a whole network domain), residing in the Control Plane and typically acting
on flows, which we can refer to as Network Control Policies (LCPs). These have been
considered in the recent literature, for instance in [17–20], also in relation with SDN
capabilities [20]. In this respect, a relevant issue concerns the interaction between LCPs
and NCPs, and the way to expose energy-aware capabilities, energy-profiles and
energy-related parameters affecting QoS (e.g., wakeup delays) toward the Control
Plane. A significant step in this direction has been achieved through the definition of
the Green Abstraction Layer (GAL) [21, 22], now an ETSI standard [23], which allows
summarizing the essential characteristics that are needed to implement energy-aware
NCPs and to possibly modify device-level parameter settings accordingly.

Whereas most of the recent work cited so far was implemented in the framework of
the ECONET project [24], which was devoted to energy-efficiency in the fixed net-
work, it is worth pointing out that very similar situations in which Dynamic Adaptation
strategies find useful applications are encountered also in the wireless environment
[25, 26] and in datacenters [27, 28].

4 Satellites in a Green and Flexible Heterogeneous
Networking Environment

A recent survey on energy-efficiency in satellite networking is that of Alagöz and Gür
[29]. They discuss aspects related to the device level (terminal/earth station/satellite
payload) regarding security and energy efficiency, energy constraints in the airborne
platform, integration with the terrestrial segment, mobile terminals, as well as net-
working aspects, particularly in the context of hybrid heterogeneous networks, with the
satellite playing the role of relay between various access networks and the core. They
also explore emerging factors such as dynamic spectrum access and cognitive radio,
cross-layer design, integration of space/terrestrial networks, Smart Grid support,
emergency communications, and the Interplanetary Internet. Among some additional
recent works related to energy-efficient satellite communications that appeared after the
survey we can cite [30–33]. Reference [33] is related to one of the two exemplary
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topics we will briefly discuss in the following, and it applies what appears to be a very
promising optimal control technique, based on Lyapunov optimization [34].

Here we consider two different satellite environments in their relation with flexible
and green networking: (i) High Throughput Satellite (HTS) systems (at Terabit/s
capacity) [35]; (ii) Nano-satellite networks (or, more generally, satellite swarms) [36].

4.1 HTS Scenario

HTS systems operate in Ka band to the users, but the scarcity of the available spectrum
pushes to the use of the Q/V (40/50 GHz) bands for the gateways [37]. At these high
bandwidths, where rain attenuation can produce particularly deep fading, gateway
diversity is adopted to ensure the required feeder link availability [38, 39]. In essence,
when each user is assigned to a pool of gateways (so-called Smart Gateways), a
switching decision must be taken whenever the gateway serving the user experiences
deep fading, to reroute the traffic to another unfaded gateway. Apart from the different
architectural choices and ways to achieve the goal, gateway cooperation is required to
efficiently obtain the desired availability level at a reasonable cost. Handover decisions
should be taken at the Network Control Center (NCC), where channel state information
from all the gateways should be conveyed.

At the same time, in integrated satellite-terrestrial architectures such as that envi-
sioned by the BATS (Broadband Access via integrated Terrestrial & Satellite systems)
project [35], Intelligent Network Gateways (INGs), as well as their user-side coun-
terparts Intelligent User Gateways (IUGs), will be required to take routing decisions on
traffic flows, on the basis of QoS/QoE requirements.

Then, let us recall the SDN and energy-aware scenario sketched in Sects. 2 and 3
above, and consider a situation were proper enhancement to OpenFlow allows taking
advantage of the information conveyed through the GAL [20]. We can then imagine to
have SDN-enabled network nodes (possibly a subset of them [40]), capable of exe-
cuting power management primitives (e.g., Dynamic Adaptation, Sleeping/Standby)
and associated LCPs, and an SDN Control Plane with an Orchestrator/NCC (that can
reside in a cloud) in charge of implementing NCPs. SDN network nodes can include
Smart Satellite Gateways, either directly or indirectly (through the SDN-enabled
upstream router). Each interaction between the NCPs and the LCPs is performed
according to the OpenFlow Specification.

Then, we can envisage a situation as depicted in Fig. 1, where incoming traffic is
(dynamically at the flow level) directed to terrestrial or satellite paths according to joint
Energy Efficiency and QoS/QoE performance indexes, and decisions are taken
(dynamically with respect to channel outage conditions) on redirecting flows (or
re-adjusting their balance [41]) among satellite gateways. We do not maintain the
necessity of SDN for the implementation of such scenario (nor its straightforward
feasibility); however, the architectural implications, the possible solutions, the required
protocol extensions and the performance evaluation are certainly worth investigating.
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4.2 Satellite Swarms

There is a recent growing interest in this area, owing to the continuous development of
the Internet of Things and to the desire to overcome the digital divide [36, 42], fostered
by the relatively low cost of such solutions as compared to the traditional
non-geostationary (NGEO) ones. Operating according to a Delay Tolerant Networking
(DTN) paradigm [43] is practically a must here, and we should note the “intrinsic”
energy-efficient operating characteristics of DTN. By forming a store-and-forward
overlay network at the Bundle Layer [44], DTN performs grouping of smaller mes-
sages into larger aggregations, which can then be scheduled for transmission oppor-
tunities. In terms of exploiting the smart-sleeping techniques that constitute a category
of methodologies for green networking, this kind of operating characteristics tends to
increase the overall energy-efficiency of the system. Indeed – though operating at the
packet level – one of the earliest proposed strategies to exploit smart sleeping and
adaptive rate techniques has been the so-called “buffer and burst” [45], and “packet
coalescing” has been suggested in connection with the Green Ethernet [46]. For-
warding decisions could then be taken at the bundle layer with attention to link/node
availability and delay, but also to energy efficiency.

Recent work in this area [47] has taken into consideration the dynamic “hot spot”
selection, where hot spots here play the role of small gateways that upload bundles to
the satellites, which will then forward them to “cold spots” connecting users in rural or
secluded areas. Here again, providing SDN capabilities to the hot spots and to the
central node of the nano-satellite constellation is worth investigating, from the archi-
tectural and performance evaluation points of view.

Fig. 1. HTS scenario integrated with SDN.
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5 Conclusions

We have briefly recalled the potential benefits of introducing flexibility, programma-
bility and energy efficiency in the network, at all segments and levels. In relation to
satellite communications, we have considered two specific examples, namely, HTS
systems (at Terabit/s capacity) and nano-satellite networks. In both cases, we have tried
to highlight the opportunities offered by SDN deployment, extended with energy-
efficiency related primitives. In our opinion, this is a very challenging and timely field
for further investigation, from the point of view of both protocol architecture and of the
effective deployment of sophisticated network management and control strategies.

More specifically, combining SDN, NFV and energy-aware performance opti-
mization can shape the evolution of the Future Internet and contribute to CAPEX and
OPEX reduction for network operators and ISPs. Many of the concepts behind this
evolution are not new and ideas have been around in many different forms; however,
current advances in technology make them feasible. Sophisticated control/management
techniques can be realistically deployed – both at the network edge and inside the
network – to dynamically shape the allocation of resources and relocate applications
and network functionalities, trading off QoS/QoE and energy at multiple granularity
levels. Satellite networking does fit in this scenario as a relevant component, by:

• Providing energy efficient by-passes in the backhaul;
• Dynamically diverting flows, while preserving QoS/QoE requirements;
• Benefiting of increased flexibility in resource allocation to compensate fading in

Q/V band smart diversity for Terabit/s speeds;
• Integrating with terrestrial networks;
• Adding energy efficient solutions in the access network for rural areas

(nano-satellites and DTN);
• Benefiting of virtualization in the flexible implementation of related functionalities

(PEP, optimization strategies in the cloud, …);
• Participating in consolidation of flows over a limited number of paths where

possible.

Further research activities are needed for the full development of a large spectrum
of possibilities.
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