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Abstract. The dynamic rapidly changing and technology-rich digital environ‐
ment and the market economic constraints shift service provisioning from a pre-
and strictly-defined to an on-demand and ad-hoc orientation, where applications
depend on dynamic, scarce, distributed resources, which operate at different
temporal and spatial scales, have different (potentially conflicting) objectives and
are governed under different domains of control. The framework described in this
paper aims at enabling the exploitation of all available highly heterogeneous
resources (i.e. clouds, communicating objects, sensors and smart devices) by
providing a service-based environment that allows for harvesting, dynamically
creating and managing these diverse, discrete and distributed resources. Swarms
refer to opportunistic service networks, which as new constructs can rapidly
emerge in relation either to users and applications requirements or to events and
information of great potential for the wider community, coordinated by an open
and distributed runtime model.
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1 Introduction

Trends for mobile device market penetration and cities going digital by deploying sensor
infrastructures shape a rich and interactive digital environment. According to CISCO
[1], during 2008, the number of things connected to the Internet exceeded the number
of people on earth and by 2020 there will be 50 billion. Massive scale cloud infrastruc‐
tures, sensors, intelligent fixed and mobile platforms (e.g. smartphones and tablets) and
other network-enabled devices will all need to cooperate and interact to shift efficiency
and create value across many sectors [2]. The challenge is for service-based environ‐
ments to be the enabler for innovation and value creation by supporting the needs of
dynamic Future Internet ecosystems and their collaboration models through the exploi‐
tation of a combination of technology trends and emerging compute models [3]. The
aforementioned ecosystems will be developed and operated on top of the future
computing continuum embracing clouds, communicating objects, sensors and smart
devices, which will offer the corresponding assets (i.e. resources, services and
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information) by collaborating towards realizing a common goal and providing a
common user experience (as also depicted in Fig. 1).

Fig. 1. Intel’s view on the Compute Continuum [2]

However, the characteristics of these resources are significantly different to the
commoditised and often “infinite” ICT assets offered by cloud infrastructures and some
other service platforms today. Real-world resources are often scarce, distributed,
governed under different domains of control and incentive schemes, providing unreliable
services or information [4]. They are in very large numbers, which makes centralized
approaches for their management inefficient [5], while their inherent characteristics and
constraints need to be considered by platforms that aim to provide services on top of
these resources. Of course it’s the community and business structures and behaviours
that will exert influence on the organisation of networks with the requirement that serv‐
ices and resources must become increasingly socially and dynamically distributed [6].
The overall goal is to allow for platforms supporting the very large (e.g. clouds) to coexist
with platforms supporting the very small (e.g. mobile devices) in loosely coupled
dynamic collaborative networks, which as new constructs can rapidly emerge in relation
to users and applications requirements (e.g. data sharing in isolated localities such as
aircrafts of ships) or when virtual or live events with massive potential generate infor‐
mation of interest for the community (e.g. picture of a football player celebrating a goal
score, taken by a spectator sitting in the first row of a football stadium). Such networks
can adapt automatically to changing environments, amplifying the collective ability and
allowing for the provision of efficient solutions to difficult problems [7]. Nevertheless,
their incubation in the Future Internet era faces several challenges.

The rest of the paper is structured as follows: Sect. 2 present the approach taken for
the creation of the platform, in Sect. 3 the conceptual architecture is described. A real
world application is presented in Sect. 4, while in Sect. 5 the research challenges and
technological impact of the proposed approach are analysed. Finally Sect. 6 concludes
the paper.
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2 Approach

A swarm is a formulated and autonomous opportunistic collaborative service network
which consists of voluntary heterogeneous sources that link dynamically and on the fly
in order to provide assets (i.e. services, content and resources) to the application and the
participants. Swarms are service networks deployed and executed in response to require‐
ments, which may either emerge from application/user requests for services or infor‐
mation, or from opportunities offered in response to data- or event-driven activities.
Swarm participants utilize the proposed platform, an open decentralized environment
based on a distributed architecture model, in order to achieve the needed levels of logic
(abstraction, discovery and participant selection, participation incentives, adaptation,
runtime coordination, big data analytics, event identification and delivery patterns) that
enable the swarm to perform its functional purpose.

The Platform builds on the notion of Collaborative Networked Organisations [8],
which highlights that architecture and governance are influenced by the purpose of
networked organisations (see image below Fig. 2).

Fig. 2. Platform layers: From resources to collaborative networks

This is important as the platform deals with multiple and aggregated situations of
sharing, contributing and co-creating. For “Sharing” a single entity would make assets
available. This requires an architecture in which services cater for assets from the single
source which may be passed on to many different recipients (services or end-users). For
“Contributing” many different entities would make assets available to many recipients.
The platform aggregates and collate content from many different sources to be used in
many different ways. Ultimately, though, there is also a case where assets from many
different sources come together deliberately to form a final, joint output that is “Co-
Created”.
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3 Conceptual Architecture

The platform provides a system and mechanisms that enable the creation, deployment
and execution of opportunistic service networks. The platform itself can be seen as a
kind of decentralized middleware layer upon which applications are built. This middle‐
ware is what we call the swarm logic layer (as depicted in the following Figure) and it
allows application service provisioning on top of multiple, diverse, distributed objects,
sensors and smart devices. The adaptation layer allows for resources to be exploited
both as information or service sources and as processing elements within a swarm. The
swarm logic layer enables entities to participate in the service network, as well as
management of the established swarm (including processes for monitoring, evaluation,
runtime adaptation, etc.). Coordination may be either performed by a swarm entity
(based on capacity, location or administration/trust criteria) or be distributed across the
participants. Furthermore, participants may be included in swarms, acting as “bridges”
so as to develop the required networking topologies that enable participants to be reached
within the swarm.

The platform introduces an open advanced distributed runtime model that supports
the complete swarm-oriented service lifecycle. Initially and given the available entities,
there is a need to describe in a unified and abstract way the features, capabilities, char‐
acteristics and accession information of the devices. Moreover, the environment and the
corresponding available assets are modelled and analysed with respect to application
and system requirements and constraints as well as event and data triggers that may lead
to swarm formulation. These requirements are linked to abstract system models
described using dependability characterisations, which are used to assess impact in
unknown and dynamic contexts for design and runtime operations. Models define the
structure of the swarm, its constituting members (participants and relationships) and
their roles as well as the swarm characteristics (e.g. location or time).

Furthermore, within this platform are also developed mechanisms that allow for the
engagement of resources through approaches to identify, declare and manage different
types of social, cultural and economic incentives with respect to service- and data-
exchange, financial and collaboration aspirations. Following this process, potential
swarm members are identified through real-world knowledge enriched services that
allow resources to be discovered, filtered and reserved in a time-constrained way as
required by the event- or opportunity- related requirements.

The platform also supports the operation of established swarms through mechanisms
to control, influence, monitor and predict ad hoc interactions between swarm members.
An open distributed runtime environment for decentralised management and coordina‐
tion of multiple and diverse devices is developed to overcome inefficiencies of central‐
ized management mechanisms given the number of devices, their locality and the fact
that they are governed under different administrative rules and principles. Furthermore,
runtime configurable swarm-oriented delivery patterns (e.g. building on top of a P2P
concept) are instantiated given that centralized schemes (e.g. server-client) for service
delivery is inefficient and in many cases insufficient (e.g. in a stadium with thousands
of spectators). Delivery schemes/patterns refer both to the network topologies and
communication channels within a swarm and are developed according to application
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requirements object capabilities and link characteristics. What is more, delivery schemes
may affect the swarm formulation since inclusion of a participant as a proxy/bridge may
be required to reach a resource. During operation, events are detected and analysed in
real-time based on the information being exchanged, triggering actions with respect to
resources (e.g. network bandwidth) and services (e.g. frame rate transition rate) provi‐
sion. The platform provides methods to predict the likelihood of situations based on
complex event processing to provide insight into new deployment strategies and the
potential future impact of devices contributing to specific swarms (Fig. 3).

Fig. 3. The swarm formulation process

These tools aim at increasing situational awareness in real-time from information
describing dynamic interacting objects based on modelling techniques that can predict
the impact of performance and resource consumption under different conditions not
known in advance. The platform also delivers mechanisms to handle the amount of
structured and unstructured data considering both the location and administrative prop‐
erties of the resources and the application requirements. Big Data solutions are applied
in order to ensure both that the magnitude of data can be stored, retrieved and analysed
in an efficient way, and that the object-related information can be utilized during the
swarm formulation given that the amount of objects is in the range of millions and the
swarm creation must be performed on the fly. Moreover, the techniques used aim at
exploiting information out of the data in order to move only the necessary data over the
network, thus minimizing redundant or unnecessary network traffic. Considering that
valuable assets collected during operation as well as that established collaboration
provided added-value, the platform provides mechanisms allowing for network repur‐
posing in order to exploit these assets in new contexts and applications.

Opportunistic Collaborative Service Networks 311



4 Applicability to Real World Use Case

This application explores novel ways of enhancing users’ multimedia experience, flex‐
ible access to interactive and user-centric media and integration of virtual, mixed and
augmented realities. The venue is a football stadium with basic IT equipment (e.g. wifi
routers, Internet-connected servers, etc.). Furthermore, spectators in the stadium may
capture information with their devices (e.g. smart-phones) or consume information and
services provided by sources either in the stadium (e.g. infrastructure offering replays
of goals scored) or outside the stadium (e.g. sports websites with commentary discussion
and pictures from locations of interest, YouTube videos, etc.).

4.1 Scenario

It is Saturday in Spain and Primera Division (Spanish football league association) has
scheduled 6 matches. A new service is offered (namely “ShareYourView”) by La Liga,
which some friends going to watch the match have downloaded from the Google Play
website for their Android devices. The service aims to provide an enhanced experience
of the event, both for spectators and attendees, enabling every spectator to have a “second
screen” for watching the action, ShareYourView offers view sharing within the stadium
as well as real-time data statistics overlaid on video streaming for the players. The
following sections depicts a few typical examples of the SmartStadium application:

• Maria (one of the 2 friends) sitting on the north side of the stadium needs a camera
view from the south side where the ball is in play and her friends are sitting (she
could also obtain the video from other spectators but she does so from her friends
since she has added them through the ShareYourView application). She opens the
application and triggers the request.

• Anastasia (the second friend on the north side) holds a tablet and requests a higher
resolution video which can only be offered by a limited number of spectators.
Furthermore, Anastasia would like to get players’ real-time information overlaid onto
the video received from the other side of the stadium. While players’ information is
offered by the stadium cloud infrastructure, transcoding to enable the overlay cannot
be performed in the same infrastructure but only in an external cloud environment.

• A penalty kick is awarded and a spectator sitting just behind the goalposts publishes
through the ShareYourView application the possibility for others to see his view of
the penalty kick. As viewers are now broadcasters, spectators will have access to
amateur feeds that capture the authenticity of the live experience, rather than relying
on what a director and cameraman focus on More than 10000 spectators express their
interest in the specific view, while the view of the penalty kick is also requested by
spectators in other locations (i.e. online, in stadiums of other matches). Moreover,
advertised entities would like to see the impact of a promotion activity they put in
place in all stadiums.
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5 Research Challenges and Technological Impact

The proposed solution addresses several research and technical challenges as part of a
service-based environment that aims to enable dynamic efficient and reliable service
provisioning through the development of collaborative networks exploiting diverse,
distributed, remote-located clouds, objects, sensors and devices. Specifically:

• support opportunistic collaborations through models of collaborative networks
capturing dynamic multi-stakeholder requirements, collaborations classification
including abstract behaviours, actions and patterns of interaction, and approaches to
manage the economics of participation in order to engage resources, utilize spatial
and societal attributes for service optimisation and take actions to encourage the
likelihood of contribution to added-value service-based situations;

• enable efficient and reliable service provision, through ad-hoc collaborations real‐
izing service networks with optimum delivery schemes and communication patterns
to allow for information and service sharing and exchange, while managing uncer‐
tainty and creating reliability and dependability from volatile resources;

• manage heterogeneous device platforms in a decentralized way, through an event-
driven autonomous/self-adaptive coordination of the devices following their role and
participation scheme given that control is highly dispersed among the participating
entities, and by adapting the collaborative network based on the evaluation of events
impact and the anticipated service and information requests; and

• incorporate scalable data and information management, through techniques to analyse
streaming data from various entities at real-time in order to obtain the potentially
valuable knowledge from the information flows, approaches to manage the huge
amount of data being generated by various sources, and workload optimized data stores
that enable analytics to be performed in a scalable and efficient way (Fig. 4).

Fig. 4. Proposed approach challenges and impact
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6 Conclusions

The dynamic rapidly changing and technology-rich digital environment and the market
economic constraints shift service provisioning from a pre- and strictly-defined to an
on-demand and ad-hoc orientation, where applications depend on dynamic, scarce,
distributed resources, which operate at different temporal and spatial scales.

The presented vision aims at enabling the exploitation of all available highly heter‐
ogeneous resources (i.e. clouds, communicating objects, sensors and smart devices) by
providing a service-based environment that allows for harvesting, dynamically creating
and managing these diverse, discrete and distributed resources. Swarms refer to oppor‐
tunistic service networks, which as new constructs can rapidly emerge in relation either
to users and applications requirements or to events and information of great potential
for the wider community, coordinated by an open and distributed runtime model. Time-
constrained reservation, adaptive selection, conflict resolution and techniques to
consider the volatility and uncertainty need to be developed to enable efficient and reli‐
able service provision, harvest the vast availability of sensors and devices and lead to
participatory application schemes of significant societal and economic value.
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