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Abstract. People counting is an important task in visual-based surveillance
system. The task of people counting is not easy to solve problems. In this paper,
the author has proposed a method for people counting which identify the objects
present in a scene of conference into two classes: empty seat and non-empty seat.
The proposed method based on saliency map and color smoothing in shearlet
domain. The author uses shearlet transform and combine of adaboost with support
vector machine for classifiers and people counting. The proposed method is
simple but the accuracy of people counting is high.
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1 Introduction

Today, computer vision is one of the important senses which helps people to receive
information from the real world. Computer vision processing provides the methods and
analyses images from the real world similar to the way people perform, to draw infor‐
mation to make the appropriate decision. Detecting the number of people in crowded
scenes is an important task in visual-based surveillance system. Smart surveillance
systems by image have been developed and proven effective in some specific areas such
as human activity monitoring, traffic monitoring, etc. From the images obtained from
various observations, the author can detect the movement of objects in the frame and
identify the object that is people, vehicles, etc. Many systems have been researched and
developed. For example, the problem of traffic monitoring can tell us the number of
vehicles circulating through the ramp which is monitored and gives information on the
speed of movement, and the path of the object to be tracked. However, the system still
encountered some existences as the effectiveness of the observer always depend on the
environmental conditions of observation, types of object motion or other objective
reasons.

Estimating the number of people moving in crowded scenes used commonly tech‐
niques such as: detection the head information [1, 4], expectation maximization [2], low-
level features and Bayesian regression [3], HOG features [5] and background subtraction
[6]. Algorithm based on background subtraction utilizes the current image to compare
it with the background image and detect the moving scene. Most of methods of
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background subtraction are median filter, mean filter, temporal median filter, Kalman
filter, sequential kernel density approximation and eigen backgrounds. It is hard to model
the background when the environment is complex. The optical flow method was used
to solve this problem. However, the drawback of the optical flow is that it has high
computational complexity and it is sensitive to noise.

Teixeira [7] used custom-built camera installed on the ceiling for localizing and
counting people in indoor spaces. Chan [8] mapped feature statistics extracted from the
blob to the count of people. Wang [9] built a spatio-temporal group context model to
model the spatio-temporal relationships between groups to people counting. Zhang [10]
proposed group tracking to compensate the weakness of multiple human segmentation
which completes occlusion. Jun [11] designed a block-updating way to update the back‐
ground model and used an improved k-means clustering for locating the position of each
person. Wu [12] proposed to learn by boosting edgelet feature based weak classifiers
for body part detectors. Kong [13] proposed a viewpoint invariant learning–based on
the method from a single camera for people counting in crowds. However, most of these
methods are complex as the object is occluded.

In this paper, the author proposes a method to implement for estimating the number
of people in conference scenes based on people features in shearlet domain. The author
uses shearlet transform and apply the combine of adaboost with support vector machine
for classifiers to estimate the people counting. The proposed method was tested on the
dataset which is picked up in conference scene. The rest of this paper is organized as
follows: in Sect. 2, the author described the basic of shearlet transform, feature and its
advantages for people counting. Also details of the propose method for people counting
are presented in Sect. 3. In Sect. 4, results of the proposed method are given and conclu‐
sions are made in Sect. 5.

2 Shearlet Domain and Features Selection

2.1 Shearlet Transform

Shearlet is similar to curvelet in that both perform a multi-scale and multi-directional
analysis. There are two different types of shearlet systems: band-limited shearlet systems
and compactly supported shearlet systems [14]. The band-limited shearlet transform
have higher computational complexity in frequency domain.

The digitization of discrete shearlet transform performed in the frequency domain.
The discrete shearlet transform is the form [15]:
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where n = (j, k, m, i) indexes scale j, orientation k, position m, and cone i.
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Shearlets perform a multiscale and multidirectional analysis. For images f(x) are C2

everywhere, where f(x) is piecewise C2, the approximation error of a reconstruction with
the N-largest coefficients 

(
fN(x)

)
 in the shearlet expansion is given by [16]:
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‖
‖

2
2 ≤ B.N−2(log N)3, N → ∞ (2)

The author has chosen shearlet transform because it not only has high directionality
but also represents salient features (edges, curves and contours) of image in a better way
compared with wavelet transform. Shearlet transform is useful for people counting due
to its following properties [17]:

(i) Frame property: It is helpful to a stable reconstruction of an image.
(ii) Localization: Each of shearlet frame elements needs to be localized in both the

space and the frequency domain.
(iii) Efficient implementation.
(iv) Sparse approximation: to provide sparse approximation comparable to the band-

limited shearlets.

The shearlet transform will produce a highly redundant decomposition when imple‐
mented in an undecimated form [18]. Like the curvelet transform, the most essential
information in the image is compressed into a few relatively large coefficients, which
coincides with the area of major spatial activity in shearlet domain. On the other hand,
noise is spread over all coefficients and at a typical noise level the important coefficients
can be well recognized [19]. Thus setting the small coefficients to zero will not affect
the major spatial activity of the image.

2.2 The Combine of Adaboost with Support Vector Machine for Classifiers

For a given feature set and a training set of positive and negative images, adaboost can
be used in both of them to select a small set of features and to train the classifier. Viola
[20] firstly used binary adaboost for their face detection system. Boosting is a method
to improve the performance of any learning algorithm, generally consisting of sequential
learning classifier [21]. Adaboost itself trains an ensemble to weak-learners to form a
strong classifier which perform at least as well as an individual weak learner [22].
Adaboost ensembles a particular feature, where each feature represents observable
quantity associated with target. In this proposed work, the author has used adaboost
algorithm which is described by Viola [20].

Support vector machines (SVM) include associated learning algorithms that analyze
data and recognize patterns, used for classification and regression analysis in machine
learning. SVM can efficiently perform a non-linear classification, implicitly mapping
their inputs into high-dimensional feature spaces.

The idea of the combine of AdaBoost and SVM is that for the sequence of trained
RBFSVM (SVM with the RBF kernel) component classifiers. The author starts with
large s values. The s values reduce progressively as the Boosting iteration proceeds.

The steps of the combine of AdaBoost with Support Vector Machine for classifiers
as below [23]:
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(i) Consider a set of training samples with 
{(

x1,y1
)
,… ,

(
xn,yn

)}
. The initial value of

σ is set to σini; the minimal σ is set to σmin and each step is set to σstep.
(ii) The weights of training samples as:

w1
i
= 1∕N for all i = 1, … , n (3)

(iii) While 
(
σ > σmin

)
, the author trains a RBFSVM component classifiers, ht, on the

weighted training set. The training error of ht calculate as: 𝜀t =
∑N

i=1 wit
i
 and

yi ≠ ht(xi)

(iv) If 𝜀t < 0.5, decrease σ value by σ step and goto (iii).
Set the weight of component classifier ht as

𝛼t =
1
2

ln
(
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𝜀t

)

(4)

(v) Update the weights of training samples:
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i
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}
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(5)

where Ct is a normalization constant, and

∑N

i−1
wt+1

i
= 1 (6)

(vi) This process continues until σ decrease to the given minimal value. The output of
classifier is [24]:

f (x) = sign
(∑T

t=1
𝛼t ht(x)

)

(7)

2.3 Feature Selection

Among most classification problems, it is not easy to learn good classifiers before
removing these unwanted features due to the huge size of the data. The author can reduce
the running time of the learning algorithms and a more general classifier by reducing
the number of irrelevant features.

A general feature selection for classification is presented as Fig. 1:
In Fig. 1, the step of feature selection affects the training phase of classification.

The features selection for classification will select a subset of features. The process
data with the selected features will be sent to the learning algorithm. Any object
classification algorithm is commonly divided into three important components:
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extraction of features, selection of features and classification. Therefore, feature
extraction and selection play an important role in object classification.

3 The Method for People Counting in Conference Scenes

In this section, the author describes a method for people counting in conference scenes
in shearlet domain. People counting is hard work. In the past, there are many methods
for this work. Every method has particular strengths and drawbacks depending on the
scenes. The proposed method uses shearlet transform for feature evaluation and the
combine of adaboost with support vector machine for identification. For experimenta‐
tion, the author has considered two classes: empty seat and non-empty seat class. The
empty seat class contains only objects of which seat and non-empty seat class contain
people. The overall of the proposed method for object detection is described as Fig. 2.
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Fig. 2. The overall of the proposed method for people count.
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Fig. 1. Framework of feature selection for classification
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In Fig. 2, a video sequence contains a series of frames. Each frame can be considered
as an image. The proposed method includes two periods: Training and Testing. In the
training periods, there are three steps:

Firstly, saliency map and color smoothing. In this step, the author uses histogram
base contrast to generate the salient map. The salient map has noise problem. Therefore,
the author uses color smoothing method to remove them. The histogram is used to find
the saliency value for each color in an image based on the contrast method. The author
uses the idea of linearly-varying smoothing weight to create the saliency map from the
saliency value of each color. The saliency value of each color becomes more similar to
neighbor colors and it helps grouping colors. The author also creates a binary mask to
extract the object and binary the saliency maps. Defining threshold value k as average
value of saliency values in the saliency map. If (the saliency value > k) then assign
value = 255 and 0 otherwise.

Secondly, feature extraction and create map. The author measures a threshold value
from salient map to create a mask. In here, the author uses shearlet filter for computing
searched area and detecting objects. These objects are saved as the blob. The feature
regression-based method will be used to describe the relationship between the low-level
features together. The author defines it as: the area is total number of pixels in the blob.
The perimeter is the total number of pixels on the perimeter of the blob and the total
edge pixels is the total number of edge pixels in the blob.

Thirdly, the author combines adaboost with support vector machine for identifica‐
tion. After feature extraction for positive and negative datasets, the author will train
using the combine of adaboost with support vector machine for classifiers as presented
in Subsect. 2.2. The author collects sample images for training and testing the classifier.
The author has collected images for two classes: empty seat and non-empty seat from
conference scenes. The author has assigned value ‘1’ for non-empty seat data and value
‘−1’ for empty seat object data.

In the testing period, there are three steps: the step 1 and step 2 are similar in the
training period. The third step is matching and also a condition check. In this step, the
author matches the result in step 3 of training period with the result in step 2 of testing
period. If the results are true, the author has to count the number of people and go to
next frames. This processing runs to the final frame.

4 Experimental Results

In this section, the author makes experiments to people counting in theatre scenes. Hard
thresholding is applied to the coefficients after decomposition in shearlet domain. The
author applies the same approach to the shearlet transform. For performance evaluation,
this method has been done on many videos in the large video dataset. Here, the author
reports the results on some video clips.

The proposed people counting technique has been tested on my own dataset created
by the author this paper. The dataset consists of two classes: empty seat and non-empty
seat. Empty seat class contain images of different types of seat whereas non-empty seat
class contain images of other objects such as seat contain human. The proposed method
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has been tested on this dataset. Some example images of both classes have been shown
in Fig. 3. Some example images of conference scenes have been shown in Fig. 4.

(a). Empty seats 

(b). Non-empty seats 

Fig. 3. Sample images of empty seat and non-empty seats objects of my own dataset

Fig. 4. Sample conference scenes in my own dataset

My experiments are scene video clips with the frame size 288 by 352. The proposed
method processes this video clips at 24 frames/second. In here, the author defines as:

The different performance metrics, such as Average Classification Accuracy (ACA),
True Positive Rate (TPR) (Recall) and Predicted Positive Rate (PPR) (Precision), are
depended on four values: True Positive (TP), True Negative (TN), False Positive (FP)
and False Negative (FN), where [25, 26]:

+ TP is the number of images, which are originally positive images and classified
as positive images.

+ TN is the number of images, which are originally negative images and classified
as negative images.

+ FP is the number of images, which are originally negative images and classified
as positive images.

+ FN is the number of images, which are originally positive images and classified
as negative images.
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All above three performance metrics are defined in [25, 26]. In here, the author
reviews parameters following:

+ ACA is defined as the proportion of the total number of prediction that was correct:

ACA = TP + TN
TP + TN + FP + FN (8)

+ TPR is defined as the proportion of positive cases that were correctly classified as
positive:

TPR (Recall) = TP
FP + FN (9)

+ PPR is defined as the proportion of the predicted positive cases that were correct:

PPR (Precision) = TP
FP + TP (10)

The accuracy of the proposed method is shown in Table 1.

Table 1. Values of performance measures of the proposed method

Video test Time
(second)

TPR
(Recall)
(%)

TNR (%) FPR (%) FNR (%) PPR
(Precision)
(%)

Average
accuracy
(%)

Conference
room 1

250 98 96 4 2 96.08 97

Conference
room 2

300 98 98 2 2 98 98

Conference
room 3

350 99 94 1 1 99 99

Conference
room 4

400 100 100 0 0 100 100

Conference
room 5

450 98 97 3 2 97 97.5

From Table 1, one can observe that the proposed method gives better performance
results.

Besides, my experiments are also scene video clips with the frame size 288 by 352.
The proposed method processes this video clips at 24 frames/second. In here, the author
defines it as:

+ Real number presents the number of people who’s sitting in conference room to
scenarios.

+ Counting Number presents the number of people which the system counted.
The accuracy of the proposed method is shown in Table 2.
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Table 2. The accuracy of people counting

Video test Time (second) Real people number
in scenarios

People counting number
in scenarios which the
system counted

Accuracy (%)

Conference room 6 400 121 120 99.1
Conference room 7 450 59 58 98.3
Conference room 8 500 39 39 100.0
Conference room 9 550 102 101 99.0
Conference room 10 600 52 51 98.0

From Table 2, the proposed method also gives better performance results.

5 Conclusions and Future Works

People counting is an important task in visual-based surveillance system. In conference
scenes, the objects are usually occlusion, blurring and noising because of low light, light
changing, many color light, etc. The task of people counting is not easy to solve prob‐
lems. In this paper, the author proposes a method to implement for people counting in
conference scenes based on shearlet domain. The author uses shearlet transform and
combine of adaboost with support vector machine for classification. The accuracy of
people counting is high. However, if the conference scene is not clear the proposed
method will be affected. The step of the proposed method is salient map and color
smoothing. As mentioned above, the saliency value of each color becomes more similar
to neighbor colors and it helps grouping colors. In the future work, the author will
improve the color smoothing steps to reduce the impact of light change.
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