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Abstract. The paper proposes a new approach to model the hierarchical
structure and implement a scheduled algorithm for disseminating data
of a brown planthopper surveillance network based on Wireless Sensor
Network (WSN) approach. In the hierarchical model, light trap sensor
nodes in the same province compose a sub network at level 1 while sink
nodes of these networks compose another sub network at level 0. Thanks
to this structure, there are 2 types of data dissemination: local at sub
networks at level 1 and cluster at sub network at level 0. These behaviors
are monitored by a timer which calculates the next execution time for
each node. The model and its algorithms are simulated using data col-
lections of the brown planthopper surveillance network in Mekong Delta,
especially in Cantho, Angiang, Dongthap - 3 typical rice provinces in the
delta. Structure of the model is suitable for the hierarchical management
policies of a light trap network in a large region and the role of WSN in
collecting data is emerged via the simulation.

Keywords: BPHSUN · Brown planthopper surveillance network ·
BPH · WSN · Timer

1 Introduction

Light trap network is one of effective solutions for insect pest management in a
large area. For example, Rothamsted light trap networks [1,2] have been estab-
lished in Britain since the 1960s to monitor insect migrations and populations in
order to provide warning systems. Another example is that a light trap network
in Mekong Delta [7] with more than 340 light traps can provide hopper densities
and thanks to data collection form the network, people may know what types of
insects are there in their fields and if they are in a controllable level.
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The idea of light trap network based on Wireless Sensor Network (WSN) app-
roach [9] emerges as a suitable choice for insect, particularly Brown Planthopper
(BPH) monitoring since they can help monitoring hopper behaviors automati-
cally as well as providing meteorological factors. This kind of solution use sensors
in each trap to sense surrounding conditions and a whole network becomes a mas-
sive coordinated sensing machine. These pieces of sensed data are collected and
sent to a data center via a wireless network for post processing. This solution can
be shortly called as BPH surveillance network.

Due to a large area of BPH surveillance network distribution, it is necessary
to maintain an appropriate light trap network topology in order to collect data.
This topology illustrates the topology of the observation WSN and influences
on algorithms for collecting data from the WSN as well. Moreover, management
policies of the surveillance network also rely on this topology such as: authoriza-
tion of light traps, decision making.

This paper proposes a new hierarchical structure to model a BPH surveil-
lance network topology as well as describes an appropriate scheduled algorithm
for data dissemination in the network. In this work, the light trap sensor net-
work is considered as a multi-level graph in which each light trap sensor node is
modelled as a node and 2 sensor nodes located in their communication ranges,
the maximum distance that radio signal from a node can be reached, can be
considered as candidates to establish an edge. Based on the multi-level graph,
an hierarchical structure with multi-level sub networks, along with a scheduled
algorithm, is presented for data dissemination inside the BPH surveillance net-
work in a large region.

The structure of this paper is as follows. Section 2 summarizes some previous
work relating to insect surveillance network topology. Next section depicts the
topology of a BPH surveillance network as an hierarchical graph model. Section 4
is about data behaviors of the BPH surveillance network including scheduled
algorithms for sending and receiving collected data from sensor nodes. Next
section illustrates some simulation results for data behaviors of the surveillance
network with data collection in Cantho, Angiang and Dongthap. The last section
is our conclusion and future plans.

2 Related Work

Light trap method is one of solutions to prevent high densities of spruce bud-
worm in Canadian forests [3,4]. This method allows people to participate insect
trapping by giving light traps to them and track their traps from June to end
of August every year. Periodically, people only report estimated densities of
insects via a website, an application or even with a paper and a pen. Finally,
trap samples are collected and counted in a lab environment. Applications of
data collections from these light traps are variant, for example, thanks to wing
wear and body size measurements of adult spruce budworms captured at light
traps in some previous years, some useful inference on seasonal patterns related
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to reproduction can be archived [5]. However, these light traps seem not to com-
pose a network, instead, they create a combination of traps to collect data for
post processing.

Rothamsted light trap networks [1,2] have been established in Britain since
the early 1960 s to monitor pest insects. The initial ideas of these networks is to
understand the population change when pest insects occur. By the time passing,
these networks have also been used to monitor the responses of insects to climate
and environmental change and as well as to measure and analyze biodiversity [18,
19]. Nevertheless, few information about topologies of these networks is found.

If a light trap network is based on wireless sensor network (WSN) approach
(as proposed in [8,9]), its topology is identified by the observation WSN topology.
Although these pieces of above work use mesh network to distribute data, there
is no information about how data is transmitted via the network topology.

In addition, there are not many investigation of hierarchical structure in
modeling insect surveillance network topology.

3 Multilevel Graph of the BPH Surveillance Network

3.1 Description

The BPH surveillance network in a large region depicts an hierarchical structure
with 3 levels (Fig. 1). Level 2 illustrates light trap sensor nodes to collect data.
These sensor nodes compose sub networks at level 1 and each sub network is
represented by a sink node where data in the sub network is assembled. These
sink nodes constitute another sub network at level 0 with a gateway where
collected data from the whole network is aggregated for post processing.

3.2 Sub Network at Level 1

A sub network at level 1 (small circles in Fig. 1) can be considered as a graph
Gi = (Vi, Ei) where Vi is a collection of automatic light trap sensor nodes in the
same province i and Ei is a collection of edges. An edge between 2 nodes in Vi

is composed if the distance between them is at most the transmission range, the
maximum distance that a single transmission of a node can be received by all
nodes in its vicinity. All sensor nodes are assumed to have the same transmission
range.

In the graph Gi, a special node is elected as a sink (leader) where data is
assembled and stored. In this case, sensor nodes have abilities to sense surround-
ing conditions (environmental factors and hopper densities) and transmit sensed
data to its neighbors. However, the sink node can only receive data from its
neighbors in the same sub network at level 1.

3.3 Sub Network at Level 0

Sink nodes of all sub networks at level 1 can be considered as a graph G = (V,E)
where V is a collection of sink nodes, nodes concentrating data from sub networks
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Fig. 1. Hierarchical structure of hopper observation WSN.

at level 1, and E is a set of edges. An edge is created between 2 nodes if the
distance between them is at most the transmission range. Similar to sub networks
at level 1, all sink nodes have the same transmission range.

In this sub network, each sink node can transmit aggregated data, data accu-
mulated from collected data in the corresponding sub network at level 1, to its
neighbors. There is no sensing activity in the sub network at level 0.

A special node is elected as a gateway. This node can be a sink or a new node
to store the final data. The main task of the gateway is to receive the aggregated
data from sinks and there could be an application to which connects for decision
making.

3.4 BPHSUN

The composition of the sub network at level 0 and sub networks at level 1 depicts
an hierarchical structure for the BPH surveillance network. Therefore, it can be
called as Brown Planthopper Hierarchical SUrveillance Network (BPHSUN).

4 Data Transmission in the BPHSUN

4.1 Data Packet

Data is packed as packets and transmitted through the hierarchical structure of
the BPHSUN. In the BPHSUN, there are 2 types of packets:

– Local packet: data sensed at each sensor node is packed as a local packet.
– Cluster packet: a packet aggregated at each sink node.
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The structure of a local packet is depicted as in Fig. 2. In this structure,
ID is the unique ID of the packet and location ID represents the ID of the
sensor node that senses environmental factors. The time that the sensor node
senses data is described by a time stamp. Source ID depicts the sensor node that
sends the packet while destination ID is the ID of next node that the packet is
received. Normally, the destination ID is identified thanks to a routing table,
a table that routes packets to a sink (or a gateway). These attributes compose
a header of the packet. In addition to the header, the packet contains a data
part which stores surrounding conditions such as light intensity, temperature,
humidity, wind velocity, wind direction and hopper density.

Fig. 2. Local packet in the BPHSUN.

The structure of a cluster packet is almost similar to that of a local packet.
However, the data part of the cluster packet contains min, mean, max values of
environmental factors after a period of time.

A packet here depicts a structure to maintain a piece of spatial-temporal data.
Indeed, time stamp illustrates the temporal aspect while location id describes
the spatial one and the data part of the packet becomes data aspect. Figure 3 is
an example of this piece of data. It can be translated as: at the time 01/02/2016
08:07:56 AM, the sensor node 10 has 500 hoppers caught at the temperature
29◦C and 5.5 km/h wind velocity.

Fig. 3. Example of a piece of spatial-temporal data.

Consequently, a local packet can be declared as the following C based pseudo
code:
typedef struct{

int ID ;
int sourceID , desID ;
int l o c a t i o n ; // l o c a l ID of sensor node that senses data
int timeStamp ; //time stamp of sensing
int dataS ize ;
f loat densityHoppers ; // dens i ty of hoppers
f loat l i g h t I n t e n s i t y ; // l i g h t i n t en s i t y
f loat temperature , humidity ; // temperature & humidity
f loat velocityWind ; // wind v e l o c i t y
f loat direct ionWind ; // wind d i r ec t i on

}LocalPacket ;
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The declaration of a cluster packet is similar to that of a local packet. The
difference is that the cluster packet may contain max, mean, min values of sur-
rounding conditions as well as hopper densities.

4.2 Packet Dissemination

There are 2 procedures to disseminate data in the BPHSUN based on types of
packets: local packet and cluster packet procedures.

Local packet dissemination. Local packet dissemination illustrates behaviors
of a sensor node in each sub network at level 1. These behaviors compose of
sensing surrounding conditions, packing into a local packet and sending the
packet to a sink node (Fig. 4).

Fig. 4. Procedure of sensing and sending a local packet

Figure 4 depicts behaviors of a sensor node of each sub network at level
1. First, next execution time of a sensor node is identified by a timer. Next,
the sensor node measures surrounding conditions and receives sensed data from
environment, then these pieces of data are packed as a local packet (as in Fig. 2).
A pre-calculated routing table is used to route the local packet to its sink node
where sensed data is aggregated periodically.
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Cluster packet dissemination. Cluster packet dissemination describes behav-
iors of a node in the sub network at level 0. These behaviors represent a procedure
to aggregate packets collected at each sensor node at level 1, pack into a cluster
packet and send to a gateway.

Fig. 5. Procedure of sensing and sending a cluster packet.

Figure 5 illustrates behaviors of a node in the sub network at level 0. Initially,
a timer identifies the time for the next execution of the node. Next, the node
aggregates local packets collected from each sensor node (in the same sub network
at level 1 that the node plays as a sink) after the period between 2 adjacent
executions of the node, then these pieces of data are packed as a cluster packet
(similar to Fig. 2). A pre-calculated routing table is used to route the cluster
packet to the node’s neighbors, then to the gateway.

4.3 Timer

In the BPHSUN, timer is a mechanism calculating the time when nodes (sensor,
sink and gateway) execute their tasks. This time can be figured out based on
sensing times of sensor nodes and communication times to transmit packets to
the gateway.

Assume that each sensor node contains n sensors, ti is a duration of time to
read sensor i. Therefore, Tread = {t1, t2, ..., tn} is a collections of times to read
sensors in a sensor node.
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Let Tsensing(s) is the sensing time, a duration of time that a sensor node
finish reading all its sensors. This time is calculated as:

⇒ Tsensing = Max{t1, t2, ..., tn} = Max{T} (1)

To transmit data to the gateway, following factors are considered:

– f: the frequency used to transmit data (Hz ).
– LocalDataSize, ClusterDataSize: sizes of a local packet and a cluster packet,

respectively (bit).
– DataRate: the rate (speed) to transmit data (Kbps). This rate depends on the

frequency used to transmit data.

The communication time Tlocal transmit from one node to another node in a
sub network at level 1 is shown as below:

Tlocal transmit =
LocalDataSize

DataRate
(2)

Similarly, the communication time Tcluster transmit in the sub network at
level 0 is measured as:

Tcluster transmit =
ClusterDataSize

DataRate
(3)

Therefore, the duration of time that a sensor finish executing its tasks (Fig. 1)
is calculated as:

Tnode = Tsensing + Tlocal transmit (4)

Let Tto leader be a duration of time that a leader (sink node) finish collecting
data from all other nodes (Fig. 1), then Tto leader is estimated as:

Tnode ≤ Tto leader ≤ nTnode (5)

where n is the number of sensor nodes in a sub network at level 1. Indeed, in the
best case, all sensor nodes of a sub network at level 1 transmit its data directly
to a sink node at the same time, then Tto leader is approximately Tnode. However,
in the worst case, sensor nodes perform sequentially, then Tto leader is around
nTnode.

Assume that there are m sink nodes in the sub network at level 0. Let Tleader

be a time that a sink node collects data from its sensor nodes at leaf level and
sends these pieces of data to a neighbor of it in the sub network at level 0 (Fig. 1).
Another assumption is that Tgateway is a total of time that a packet reaches the
gateway. Then:

Tleader = Tto leader + Tcluster transmit (6)

Tleader ≤ Tgateway ≤ mTleader (7)

The interval time T between 2 next actions of a sensor node in the BPHSUN
can be calculated as the maximum of Tgateway after adding an error-time Δt.
Therefore, T is estimated as:

T = mTleader + Δt (8)
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⇒ T = m(n(Tsensing + Tlocal transmit) + Tcluster transmit) + Δt (9)
The above interval time T is used for nodes of sub networks at level 1.

However, sink nodes do not forward data sensed from sensor nodes to the gateway
immediately, instead, they wait some working steps of sensor nodes in order to
aggregate data. Thus, after a multiple of T time unit, nodes at level 0 aggregate
data and transmit to the gateway.

4.4 Routing Table

Routing table [20] is a structure to store shortest paths from a node to other
nodes in a WSN. In the BPHSUN, because automatic light trap sensor nodes
located at fixed positions, routing table is prev-calculated and stored to dissem-
inate data to sinks or the gateway.

Distance vector algorithm [20] is used to calculate routing tables for a WSN
G(V,E). The algorithm is shown as below:

ALGORITHM. Calculate a routing table for node v to other nodes in
G(V,E)

INPUT : c(v, w): the direct cost from v to w (w ∈ V ).
OUTPUT : D(v, w): distance between v and w (w ∈ V ). Next(v, w): next

node to reach to w from v. (w ∈ V )

c r ea t eRout ing tab l e ( ){
for each (w in V)

D[ v , w] = 0 ;
D[ v , v ] = INFINITY ;
// Find route from v to others
for each (w in V){

i f (w == v) continue ;
/∗ Se l e c t the shor t e s t d is tance from v to i t s neighbors

a f t e r adding d i r e c t cos t s ∗/
minCost = D[ v , w ] ; // old dis tance
neighbor = −1;
nextNode = Next (v , w) ;
for each ( j in v . getNeighbors ( ) ){

neighbor = j ;
newCost = c [ v , j ] + D[ j , w ] ;
i f ( newCost < minCost ){

minCost=newCost ;
nextNode=neighbor ;

}
}
// Update rout ing t a b l e
D[ v ,w]=minCost ;
Next [ v ,w]=nextNode ;

}
}

The above algorithm is executed parallely for all nodes v ∈ V , then routing
tables for all node v ∈ V to other nodes are found after 1 execution step. This
procedure of calculating routing tables for all nodes is looped until distances are
unchanged.
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Example. Let a WSN given by a graph G(V,E) (Fig. 6). Assume that the direct
cost from a node to its neighbors is 1.

Fig. 6. Example of a graph to calculate routing tables.

The following result are routing tables of all nodes in the graph G after 2
execution steps. After 2 steps, routing tables of all nodes are unchanged, thus,
they become final routing tables.

Fig. 7. Routing tables after 2 steps.

4.5 Routing Local Packets

This procedure takes place in sub networks at level 1. It is a process of sending
and receiving packets at each sensor node based on a routing table so that all
packets are concentrated at the sink node.

Before sensed data is transmitted, it is packed as a local packet (as Fig. 2).
The local packet consists of an ID, source ID, destination ID, location, time
stamp and other measured values of environmental factors. The attribute loca-
tion depicts the local ID of the sensor node that senses these surrounding con-
ditions.
Example: Assume that P1, P2, P3, P4 are sensor nodes and P0 is the sink node
of the graph in Fig. 6, according to routing tables in Fig. 7, collected data from
P1, P2, P4 can send directly to P0 while P3 needs 2 hops to reach to P0 (P3 -
P1 - P0). Figure 8 depicts a round how sensed data from sensor nodes reaches
the sink node P0.
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Fig. 8. Example of routing local packets.

To implement this mechanism, a sending buffer and a receiving buffer are
maintained at each sensor node. These buffers are used in 2 following methods:
sendLocalPackets() and receiveLocalPackets() to send and receive local packets
at a node v. All nodes in the WSN execute these methods concurrently.

Sending packets. Sending packets takes place at sensor nodes of the WSN after
they are granted execution times from the timer. First, environmental factors
are sensed by sensors of a node and these pieces of sensed data are packed as a
packet. Next, the packet is added to sending buffer of the node. The next step
is to move all packets from the node’s receiving buffer to its sending buffer in
order to send to the gateway thanks to the routing table.

The algorithm is described as followed:

ALGORITHM. send local packets at a sensor node

INPUT: Node v, routing table t, receiving buffer v.receiveBuff
OUTPUT: sending buffer v.sendBuf

sendLocalPacket ( ){
i f ( isExecutionTime ( ) ){

i f ( ! i sLeader ( v ) ){
senseData ( ) ; //Sense data from environment
createPacket (p ) ; //Create a packe t
l = Leader ( v ) ; //Find l e ade r o f v

//Next hop o f v i s d e s t i n a t i o n ID of p
p . de s t ina t i on ID = t . Next [ v ] [ l ] ;

v . sendBuff .Add(p ) ;
for each ( packet p in v . r e c e i v eBu f f )

v . sendBuff .Add(p ) ;
v . r e c e i v eBu f f . Clear ( ) ;

}
}

}
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Receiving local packets. When sensor nodes are granted execution times,
they start receiving packets from their neighbors. Main idea of receiving packets
at a node v is to locate in the sending buffer of each neighbor of v in order to
find packets considering v as their destination IDs, then these packets are added
to the receiving buffer of v.

ALGORITHM. receive local packets at a node

INPUT: Node v, routing table t
OUTPUT: receiving buffer v.receiveBuf

r e ce iveLoca lPacke t ( ){
i f ( isExecutionTime ( ) ){

l = Leader ( v ) ; //Find l e ade r o f v
for each ( Neighbor j o f v ){

for each ( packet p in j . sendBuf ){
desID = p . de s t ina t i on ID ;
i f ( desID == v . ID){

//Next hop o f v i s d e s t i n a t i o n ID of p
NextID = t . Next [ v ] [ l ] ;
p . de s t ina t i on ID = NextID ;
v . r e c e i v eBu f f .Add(p ) ;

}
}

}
}

}

4.6 Routing Cluster Packets

Routing cluster packets relating to sending and receiving cluster packets at each
sink nodes thanks to a routing table so that all cluster packets are concentrated
at the gateway. To implement this procedure, each sink node has 2 more buffers:
sending and receiving cluster buffers. 2 new buffers are used for transmitting
packets in the sub network at level 0. Similar to routing local packets, this
procedure is divided into 2 methods: sendClusterPackets() and receiveCluster-
Packets(). Similar to routing local packets, nodes in the sub network at level 0
execute these above methods parallely.

Sending cluster packets. Sending cluster packets takes place at nodes of the
sub network at level 0 when these nodes are granted execution times from the
timer. First, each node aggregates data in packets from its sending local buffer
grouping by each sensor node after a period of time identified by the timer.
After grouping, each group of packets composes a cluster packet and the packet
is added to the node’s sending cluster buffer.
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ALGORITHM. send cluster packets at a node

INPUT: Sink node v, routing table t, sending and receiving buffers of v:
v.sendBuf, v.receiveBuf

OUTPUT: sending cluster buffer v.sendClusterBuf

sendClusterPacket ( ){
i f ( isExecutionTime ( ) ){

i f ( i sLeader ( v ){
//Aggregate packe t s in sending and r e c e i v i n g b u f f e r o f v
// r e s u l t s are in a temp b u f f e r b
aggregateData (v . sendBuf , v . rece iveBuf , &b ) ;
for each ( c l u s t e r packet p in b){

p . sourceID = v . ID ;
//Next hop o f v i s d e s t i n a t i o n ID of p
p . de s t ina t i on ID = t . Next [ v ] [ gateway ] ;
v . sendClusterBuf .Add(p ) ;

}
}

}
}

ALGORITHM. receive cluster packets

INPUT: Sink node v, routing table t
OUTPUT: receiving cluster buffer v.receiveClusterBuf

r e c e i v eC lu s t e rPacke t ( ){
i f ( isExecutionTime ( ) ){

i f ( i sLeader ( v ) | | isGateway (v ) ){
for each ( ne ighbor j o f v ){

for each ( packet p in j . sendClusterBuf ){
desID = p . de s t ina t i on ID ;
i f ( desID == v . ID){

// //Next hop o f v i s d e s t i n a t i o n ID of p
NextID = t . Next [ v ] [ gateway ] ;
p . de s t ina t i on ID = NextID ;
v . r e c e i v eC lu s t e rBu f .Add(p ) ;

}
}

}
}

}
}
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Receiving cluster packets. Similar to receiving local packets, the main idea
of this algorithm is to locate in the cluster sending buffer of each neighbor of
a node v in order to find cluster packets considering v as their destination IDs,
then these packets are added to the receiving cluster buffer of v. The algorithm
is shown as below:

5 Experiment

5.1 Data Used

The experiment uses the data collection of the light trap network in Mekong
Delta by selecting some typical rice provinces to simulate. It uses 4 current light
traps in Cantho, 3 in Angiang and 3 in DongThap as sensor nodes. Thus, the
BPHSUN contains 3 sub networks at level 1 and 1 sub network at level 0 (Fig. 9).
The sub network in Cantho contains sensor nodes P00, P01, P02, P03, P04 which
P00 is a sink node. In Angiang, the sub network consists of 4 sensor nodes P05,
P06, P07, P08 which P05 is a sink node. Similarly, P09, P10, P11, P12 compose
a sub network of Dongthap which P09 is a sink node. At level 0, P00, P05, P09
and the gateway P13 compose another sub network at level 0.

Fig. 9. The BPHSUN composed by light trap sensor nodes in Cantho, Angiang,
Dongthap.

5.2 Tools Used

The map including Cantho, Angiang and Dongthap is processed by the tool
PickCell in the framework NetGen [12]. Behaviors of the BPHSYN are imple-
mented in CUDA to run the simulation on the NVIDIA card GeForce GTX 680
1.15 GHz with 1536 CUDA Cores (8 Multiprocessors x 192 CUDA Cores/MP).
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5.3 Sensor Node Interval Time Calculation

According to Formula 9 the sensor node interval time of the BPHSUN depends
on sensing times and communication times.

Actually, sensing time of a sensor is the response time of that sensor. This
time relies on type of sensors as well as concrete surrounding conditions. A sensor
node here is an automatic light trap [21] consists of following sensors shown in
Fig. 10. This figure also depicts the response time of each sensor [14–16].

Fig. 10. Response times of sensors in a light trap sensor node

Therefore, the sensing time is Tsensing = 20 s.
LORA technology [17] is used to transmit data in the BPH surveillance

network in Mekong Delta [21]. The board Semtech SX1276 [17] is used since it
is suitable for allowance frequencies in Vietnam. The specification of this board
shows that it has 0.018–37.5 kbps data rate, the frequency 433 MHz. Assume
that the board is configured to work with 11 kbps data rate.

According to 4.1, the size of each packet is 48 bytes (LocalDataSize = 48).
In this simulation, a cluster packet aggregates mean values of environmental
factors, therefore, the structure of a cluster packet is similar to that of a local
packet. Consequently, ClusterDataSize = LocalDataSize = 48 bytes.

⇒ Tcluster transmit = Tlocal transmit =
LocalDataSize

DataRate
=

48 ∗ 8
11 ∗ 1000

= 0.035 s

According to formula 9, the interval time T is calculated as:

⇒ T = 60.5 + Δt(s)

Because environmental factors do not change so much during a short period
of time, Δt = 1739.5 s is chosen ⇒ T = 1800 s = 30 min. Thus, the interval time
between 2 adjacent actions of a sensor node is 30 min. If a light trap works 4 h
every night, the sensor node senses environment and transmits data 9 times.

5.4 Scenario Data Collection After 30min

In this scenario, assume that sink nodes aggregate data every 30 min, it means
that these pieces of data are calculated after every 2 adjacent steps of a sensor
node.

Figure 11 depicts a status of the BPHSUN when sensor nodes and sink nodes
execute their tasks. The left of this figure is captured when the sensor nodes are
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Fig. 11. Sensing and transmitting data in sensor nodes

in their first step to sense and transmit data. In the left, sensor nodes in 3 sub
networks of Cantho, Angiang, Dongthap are working to measure environment
as well as send data according to routing tables to sink nodes. The sub network
at level 0 does not operate yet since it is not the time for its behaviors. On
the other hands, the right of the figure illustrates data transmissions in the sub
network at level 0. In this case, 3 sub network of Cantho, Angiang, Dongthap
do not operate while aggregated data is transmitting through the sub network
at level 0 to the gateway.

Figure 12 depicts aggregated data of the BPHSUN after the first 30 min. In
the sub network at level 0, because all nodes are in their transmission ranges,
aggregated data is transmitted directly to the gateway P13. These pieces of
data are mean values of sense data at each sensor node locations after 30 min (2
steps). For example, the row 6 in this figure means that after the first 30 min,
the mean value of hoppers collected at P07 (in Angiang sub network) is 9039.72

Fig. 12. Aggregated data in BPHSUN after the first 30min.
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individuals. This mean value is sent from P05 (the sink node of Angiang sub
network) to the gateway P13.

6 Conclusion

We have described an hierarchical scheduled algorithm for data dissemination
in the BPHSUN, a BPH surveillance network based on WSN approach. In this
paper, the BPHSUN forms as an hierarchical structure where light trap sensor
nodes place in the same province compose a sub network at level 1 while sink
nodes of these sub networks compose another sub network at level 0. In addition,
we have depicted a timer to schedule nodes in order to use algorithms for data
dissemination to transmit data to the gateway using a routing table.

The hierarchical structure of the model is suitable for management policies
of light traps because there are at least 2 management level of traps: province
level and region level. It can be considered that sub networks at level 1 is for
provincial administrative administration and the sub network at level 0 is for
regional management. This structure is simulated with the light trap network
in Mekong Delta by using data collections in Cantho, Angiang, Dongthap. The
simulation also shows the role of WSN not only in sensing data, but also in
collecting data for decision making.

In practice, the distance of light traps is quite far (approximately 10–15 km),
LORA technology [17] emerges as a suitable choice for transmitting data to
a distant destination. In addition, it is necessary to maintain a database for
sensed data as well as aggregated data for post processing. Ongoing investiga-
tions include meta data for light trap network to maintain data for post process-
ing.

The paper assumes that data sensed from a sensor node is sent to its neigh-
bors thanks to a routing table. To better routing data, it is necessary to imple-
ment some mechanisms such as SYN-ACK or checking/fixing errors during the
data transmission.
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