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Abstract. Text classification is a supervised learning task for assigning text
document to one or more predefined classes/topics. These topics are determined
by a set of training documents. In order to construct a classification model, a
machine learning algorithm was used. Training data is often a set of full-text
documents. The training model is used to predict a class for new coming docu-
ment. In this paper, we propose a text classification approach based on automatic
text summarization. The proposed approach is tested with 2000 Vietnamese text
documents downloaded from vnexpress.net and vietnamnet.vn. The experimental
results confirm the feasibility of proposed model.
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1 Introduction

Text classification is one of the basic problems of text mining. Text classification is the
process of assigning text documents to predefined categories based on their content.
Text classification has been used in a number of application fields such as information
retrieval, text filtering, electronic library and automatic web news extraction. Text
classification can be achieved manually or can be automated successfully using
machine learning techniques: support vector machines — SVM [1], tolerance rough set
model approach [2] and association rules approach [3]. Whatever approach used, the
challenge is that full-text content of documents is always taken into account so clas-
sification process often deals with large number of features.

Traditionally, before deciding to read or buy a document (book, scientific article)
we often read the abstract of this document to catch the main idea. This proves that
abstract reflects the main content of document and it can be used for classifying text
documents.

Nowadays, research in the field of automatic text summarization has achieved some
initial successes. We can list some of the most significant works: automatic text
summarization based on word-clusters and ranking algorithms [4], multi-document
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summarization by sentence extraction [5], inferring strategies for sentence ordering in
multi-document news summarization [6]. These methods have been applied for solving
the problem of Vietnamese text summarization.

Based on the success of research in the field of automatic text summarization and
the assumption that topic of text document can be simply identified through its abstract,
we propose an abstract-based approach for text classification. The objective of our
research is to answer the question of whether abstract should be used for classifying
text documents.

In the field of data mining, the problem of text classification is often solved by
using machine learning techniques: support vector machine-SVM [1], decision tree [7],
k-nearest neighbor [8] and neural network [9] in which the most used techniques are
SVM and decision tree. So in the context of our research, we use SVM and decision
tree as classifier for both classification models: our proposed model uses abstract of text
documents as input samples and the baseline model uses full-text content of documents
as input samples. To compare the performance of models, 2000 Vietnamese text
documents are collected from two websites vnexpress.net and vietnamnet.vn. The
abstracts of these text documents are generated by module which is programed
according the model we proposed in [10]. Experimental results show that the proposed
approach is effective and promising.

2 Proposed Model

The overall model architecture is depicted in Fig. 1. First a classification is trained and
then this model is used for classifying input data in which abstract of full-text document
is automatically generated.
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Fig. 1. Proposed model architecture
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2.1 Text Document Representation

We use bag of words (BoW) model to represent text document. In order to do this, first
the text document is segmented into word tokens using a tokenizer and then a
term-weighting scheme was applied to compute the weights of word tokens. There
exist some tools to separate Vietnamese words, by example vnTokenizer [11] which is
used in this study. That tool was built based on the maximum matching method with
the database used is the Vietnamese syllabary and Vietnamese dictionary with Java
open source. Thus, it can be easily integrated into other systems. The following is an
example of Vietnamese text segmentation:

e Original text: “Dé c6 thé thuc hién rut trich tw dong tom tat ciing nhu phéan 16p vin
ban véi may hoc vecto hé tro thi van ban can duoc biéu dién dudi dang thich hop”.

e Text after segmentation: “pé cé_thé thuc_hién rat trich ty_dong t()m_tét cling_nhu
phén 16p van_ban véi may hoc vecto h5_tr(gr thi van_ban can duoc biéu_dién dudi
dang thich_hop”.

To compute the weights of word tokens, we use TF-IDF term-weighting scheme,
originated from information retrieval field, which is widely used in natural language
processing field. The TF-IDF scheme combines two aspects of a word: the importance
of a word within a document (TF: Term Frequency) and its discriminative power within
the whole collection (IDF: Inverse Document Frequency). There are many variants of
the TF-IDF scheme and the most used is:

e TF: number of occurrences of a word token in a given text document
o IDF: log(1+ &), where N is number of documents in the collection and n is the
number of documents which contain given word token.

2.2 Automatic Text Summarization

Our proposed model [10] for Vietnamese text summarization provides good result. The
proposed model is based on the notion of similarity between sentences. The ranking
scores of sentences are computed by using the advanced PageRank algorithm and then
sentences with highest scores are extracted as abstract (summary).

The main steps for text summarization are the following:

e Split text document into sentences represented as vector in the space of indexing
terms.

e Construct graph for representing document in which nodes are sentences and arcs
represent the similarity between sentences.

e PageRank algorithm [12] has been modified to better suit the new context —
undirected weighted graph. Sentence is selected to put into the summary based on
its PageRank score.

Our proposed model belongs to the class of “extraction” approaches. The main
advantages of this approaches are: since they are unsupervised approaches so no training
set is needed; we can identify exactly how many sentences have been extracted.
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First, after sentences are splitted by using separation characters such as , e
etc., we use bag of words model and TF-IDF weighting scheme to model sentences. In
the next step, an undirected weighted graph will be constructed in which nodes rep-
resent sentences and each arc represents the similarity between two sentences. The
arc’s weight is computed by using the Jaccard coefficient [13]. We proved in [10] that
by using Jaccard coefficient we can get a good result for the problem of automatic text
summarization. In the last step, the PageRank algorithm that have been adjusted to suit
the context of undirected weighted graph is used to compute the “importance” of nodes.
The “importance” of nodes will be fixed after a number of iterations. The “importance”
of nodes are updated every iteration by using following equation:

PR(A) = 1;/—d +d(WAB%(BB;) + Wace })LIE(C‘C;)

+..)

Where

d is often chosen equal to 0.85
Wj; is the weight of arc connected two nodes i and j
L@) is N—1, N is the number of sentences.

Sentences are arranged in descending order according to their importance scores.
A certain percentage of sentences with highest scores is selected as summary. In this
work, 15 % of sentences or at least 2 sentences will be included in summary. The
following example shows the result of summarization module:

Original text: Windows XP ngimg hd trg vao ngay 8/4 nam sau. Nhiéu nhan vién ban
hang bao hiém tai Nhat Ban s& dwoc chuyén tir may tinh cii 1én tablet chay Windows 8
dé tuong tac tot hon véi khach hang. Microsoft tai Nhat Ban hom nay thong bao dang
gitip mot cong ty bao hiém 16n ctia Nhat Ban 1a Meiji Yasuda nhim néng cip hang loat
may tinh chay hé diéu hanh sap tron 12 tudi. Cac thiét bi méi s& chay Windows 8 do
Fujitsu san xuét cing nhidu phan mém va tién ich cai dit sdn. “Trudc day, doi ngii ban
hang s& chuén bi cac d& xut trén may tinh chay Windows XP va sau d6 in ra dé chia sé
v6i cac khach hang. Tuy nhién, hé théng thiét bi méi s& gitip chdm dut cac bude lam
phién toai nay”, thong bao ctia Microsoft c6 doan. Ngoai trang bi phan cimg méi, hang
phan mém MY ciing s& t6 chirc khoa ddo tao va huéng din sir dung thao tac trén phan
meém mdi. Cac khach hang cling s€ thuan tién hon trong viéc st dung nhu dang ky
thong tin, tim hiéu truc tiép cac goi bao hiém ma khong phai ngap trong ddng glay to,
van ban nhu trudc ddy. Meiji Yasuda ciing s& 1a cong ty bao hiém nhan tho dau tién
cua Nhat thong qua viéc st dung hoan toan h¢ diéu hanh Windows 8 Pro. Microsoft du
kién s& cham dit hd tro hé diéu hanh Windows XP tir ngdy 8/4/2014. Tuy nhién, day
van la h¢ diéu hanh 6 s6 luong ngum dung khong 10, kém khong nhiéu so véi vi tri
dan dau thudc vé Windows 7. HS trg cong ty bao hiém Nhat Ban 1a mot trong nhitng
dong thai “manh tay” ctia Microsoft giip Windows XP sém “nghi huu” va nhuong su
phat trién cho cac hé didu hanh méi hon.

Abstract (summary): Nhiéu nhan vién ban hang bao hiém tai Nhat Ban s& duoc
chuyén tir may tinh cii 1&n tablet chay Windows 8 d€ tuong tac tot hon véi khéach hang.
Microsoft tai Nhat Ban hom nay thong bao dang gitip mot cong ty bao hiém 16n cua
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Nhat Ban 1a Meiji Yasuda nhim nang cdp hang loat may tinh chay hé didu hanh sip
tron 12 tudi. “Trude ddy, doi ngii ban hang s& chudn bi cac dé xudt trén may tinh chay
Windows XP va sau d6 in ra dé chia sé voi cac khach hang. Tuy nhién, hé thong thiét
bi méi s& gitip cham dut cac bude lam phién toai nay”, thong bao cua Microsoft c6
doan. Microsoft du kién s& chidm dat hd trg hé diéu hanh Windows XP tir ngay
8/4/2014.

2.3 Text Classification

To do the classification, a classifier should be trained using training dataset in which the
topic of each document is known in advance. The goal of our study was to verify the
usability of the proposed model using abstract of text document instead of using the full
text content so in this study, the abstracts of text documents are extracted automatically
to perform the test. We use libSVM [14] and decision tree J48 which are integrated in
WEKA [15] to verify the model.

For training a classifier using WEKA, training dataset should be in ARFF format.
The sparse ARFF format is structured as follow:

@RELATION <relation-name>
@ATTRIBUTE <Attribute-name> <datatype>

@ATTRIBUTE class {class-label;, class-label, ...}
@DATA
{<index;> <value;> ... <index,> “class-label”}

3 Results and Discussion

The goal of our research was to verify the feasibility of the text classification model
based on automatic text summarization so we will compare the results of using
abstracts of text documents with the results of using full text documents. We use a PC
with a CORE i3 CPU and 4 GB RAM to perform the test.

3.1 Experimental Dataset

For experiments, we use 2000 articles, under ten different topics, which are collected
from online newspapers (vnexpress.net and vietnamnet.vn). The distribution of ten
topics is shown on Table 1.

After collecting 2000 articles, text summarization method (described in Sect. 2.2) is
applied on this set of articles to produce 2000 abstracts/summaries. The execution time
is about 1 s per article (see Table 2).
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Table 1. Distribution of 10 topics

Topic Number of articles
IT 200
Business | 200
Law 200
Education | 200
Health 200
Sports 200
Science | 200
Travel 200
Society | 200
Culinary | 200

Table 2. Execution time for creating the summaries

Topic Dataset size (MB) | Execution time (second)
1T 5.91 201
Business | 6.84 280
Law 6.01 229
Education | 6.59 273
Health 6.21 230
Sports 6.28 229
Science | 6.94 229
Travel 6.46 186
Society | 6.89 202
Culinary |6.28 242

3.2 Exeperimental Results

We use two most frequently used machine learning methods for the case of text
classification: support vector machine (1ibSVM) and decision tree (J48) for verifying
the feasibility of the proposed model. In both case, we use 10-fold cross validation to
test the model.

3.2.1 Using libSVM

We show the classification result in the case of using full text documents in Table 3.
In the case of using summaries dataset, classification result is shown in Table 4.
With this experiment, we can conclude that by using 1ibSVM the classification

result on the summaries dataset is better than the one on the full text dataset for all

metrics. Especially, we can improve more than 7 % of the TP Rate on average.

3.2.2 Using J48
We show the classification result in the case of using full text documents in Table 5.
In the case of using summaries dataset, classification result is shown in Table 6.
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Table 3. Classification result using libSVM on full text documents dataset

Topic TP rate | FP rate | Precision | Recall | F-measure
IT 0975 |0.112 |0.491 0.975 | 0.653
Business |0.735 [0.004 |0.948 0.735 | 0.828
Law 0.930 |0.024 |0.812 0.930 | 0.867

Education | 0.795 |0.007 |0.924 0.795 |0.855
Health 0.815 [0.009 |0.906 0.815 | 0.858
Sports 0.850 |0.003 |0.971 0.850 | 0.907
Science | 0.910 |0.002 |0.978 0.910 | 0.943
Travel 0.700 |0.011 |0.881 0.700 | 0.780
Society | 0.768 |0.007 |0.921 0.768 | 0.837
Culinary |0.855 [0.005 |0.950 0.855 {0.900
Average |0.833 |0.019 | 0.878 0.833 | 0.843

Table 4. Classification result using libSVM on summaries dataset

Topic TP rate | FP rate | Precision | Recall | F-measure
IT 0.975 10.048 |0.691 0.975 | 0.809
Business [0.799 [0.002 |0.975 0.799 | 0.878
Law 0.965 |0.024 |0.818 0.965 | 0.885

Education | 0.859 |0.004 |0.961 0.859 | 0.907
Health 0.885 |0.006 [0.941 0.885 10.912
Sports 0.950 |0.002 [0.979 0.950 | 0.964
Science | 0.960 | 0.006 |0.946 0.960 | 0.953
Travel 0.805 |0.009 |0.904 0.805 | 0.852
Society | 0.840 |0.007 |0.928 0.840 | 0.882
Culinary [0.945 |0.003 |0.969 0.945 | 0.957
Average |0.898 |0.011 |0.911 0.898 | 0.900

Table 5. Classification result using J48 on full text documents dataset

Topic TP rate | FP rate | Precision | Recall | F-measure
IT 0.790 |0.068 |0.564 0.790 | 0.658
Business |0.665 |0.037 |0.668 0.665 | 0.667
Law 0.650 |0.027 |0.726 0.650 | 0.686

Education | 0.865 [0.017 |0.848 0.865 |0.856
Health 0.635 [0.024 |0.747 0.635 | 0.686
Sports 0.835 [0.017 |0.843 0.835 | 0.839
Science | 0.709 |0.020 |0.797 0.709 |0.750
Travel 0.620 |0.030 |0.697 0.620 | 0.656
Society | 0.747 |0.031 |0.725 0.747 | 0.736
Culinary |0.840 [0.022 |0.808 0.840 | 0.824
Average |0.736 |0.029 | 0.742 0.736 | 0.736
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Table 6. Classification result using J48 on summaries dataset

Topic TP rate | FP rate | Precision | Recall | F-measure
IT 0.845 |0.023 |0.805 0.845 | 0.824
Business |0.729 |0.028 |0.744 0.729 | 0.736
Law 0.835 |0.021 |0.819 0.835 | 0.827

Education | 0.859 |0.011 |0.895 0.859 |0.877
Health 0.775 10.032 |0.731 0.775 | 0.752
Sports 0.920 [0.007 |0.934 0.920 | 0.927
Science | 0.845 |0.022 |0.813 0.845 | 0.828
Travel 0.830 |0.015 |0.860 0.830 | 0.845
Society | 0.755 |0.021 |0.799 0.755 | 0.776
Culinary |0.850 [0.016 |0.854 0.850 | 0.852
Average |0.824 |0.020 | 0.825 0.824 | 0.825

Again, the obtained results indicate that the classification result on the summaries
dataset is better than the one on the full text dataset for all metrics. We can improve
more than 10 % of the TP Rate on average.

4 Conclusion

In this paper, we propose a text classification model based on automatic text sum-
marization. This is a relatively new approach and there are not many studies in the
literature. The initial results that we obtained are satisfactory. Indeed, the model we
propose gives the better results than the traditional one on all evaluation metrics.

These positive results can be explained by several reasons: (1) abstract/summary of
a text covers the main ideas of the whole text so it can be used to identify the topic;
(2) by using the right words segmentation method (vnTokenizer library in this work)
we do not lose too much semantic information; (3) the proposed text summarization
method is effective. Indeed, as we mentioned in [10] our method can produce the
summary of the text with the accuracy of 52 % (an acceptable accuracy for automatic
text summarization).

Although the experimental results show the feasibility of the proposed model, we
have also remaining issues: (1) the volume of experimental data is not large enough;
(2) only Vietnamese texts are collected. In future, we will continue updating this work,
e.g., increasing the volume of experimental dataset as well as improving the text
summarization model accuracy.

References

1. Joachims, T.: Text categorization with support vector machines: learning with many relevant
features. In: Proceedings of the 10th European Conference on Machine Learning,
pp. 137-142 (1998)



10.

11.

12.

13.

14.

15.

An Abstract-Based Approach for Text Classification 245

. Ho, T.B., Nguyen, N.B.: Nonhierarchical document clustering by a tolerance rough set

model. Intl. J. Fuzzy Logic Intell. Syst. 17(2), 199-212 (2012)

. Zaiane, O.R., Antonie, M.-L.: Classifying text documents by associating terms with text

categories. In: Proceedings of the 13th Australasian Database Conference, pp. 215-222,
Melbourne, Victoria, Australia (2002)

. Amini, M.R., Usunier, N., Gallinari, P.: Automatic text summarization based on

word-clusters and ranking algorithms. In: Proceedings of the 27th European Conference
on Advances in Information Retrieval Research, Santiago de Compostela, Spain (2005).
doi:10.1007/978-3-540-31865-1_11

. Goldstein, J., Mittal, V., Carbonell, J., Kantrowitz, M.: Multi-document summarization by

sentence extraction. In: Proceedings of the 2000 NAACL-ANLP Workshop on Automatic
Summarization, pp. 40-48, Seattle, Washington (2000). doi:10.3115/1117575.1117580

. Barzilay, R., Elhadad, N., McKeown, K.: Inferring strategies for sentence ordering in

multidocument news summarization. J. Artif. Intell. Res. 17, 35-55 (2002)

. Johnson, D., Oles, F., Zhang, T., Goetz, T.: A decision tree-based symbolic rule induction

system for text categorization. IBM Syst. J. 41(3), 428-437 (2002)

. Han, E.H., Karypis, G., Kumar, V.: Text categorization using weighted-adjusted k-nearest

neighbor classification. In: PAKDD Conference (2001)

. Ruiz, M., Srinivasan, P.: Hierarchical neural networks for text categorization. In:

ACM SIGIR Conference (1999)

Truong, Q-D., Nguyen, Q-D.: Automatic Vietnamese text summarization (in Vietnamese).
In: Proceeding of The Fifteenth National Conference, pp. 233-238, Hanoi, Vietnam (2012)
Hong Phuong, L., Thi Minh Huyén, N., Roussanaly, A., Vinh, H.T.: A hybrid approach to
word segmentation of Vietnamese texts. In: Martin-Vide, C., Otto, F., Fernau, H. (eds.)
LATA 2008. LNCS, vol. 5196, pp. 240-249. Springer, Heidelberg (2008). doi:10.1007/978-
3-540-88282-4_23

Page, L., Brin, S., Motwani, R., Winograd, T.: The PageRank citation ranking: bringing
order to the web (1999)

Jaccard P.: Etude comparative de la distribution florale dans une portion des Alpes et des
Jura, Bulletin de la Société Vaudoise des Sciences Naturelles 37, 547-579

Chang, C.C., Lin, C.J.: LIBSVM: a library for support vector machines. ACM Trans. Intell.
Syst. Technol. 2, 27 (2011)

Hall, M., Frank, E., Holmes, G., Pfahringer, B., Reutemann, P., Witten, I.H.: The WEKA
data mining software: an update. SIGKDD Explor. 11(1), 10-18 (2009)


http://dx.doi.org/10.1007/978-3-540-31865-1_11
http://dx.doi.org/10.3115/1117575.1117580
http://dx.doi.org/10.1007/978-3-540-88282-4_23
http://dx.doi.org/10.1007/978-3-540-88282-4_23

	An Abstract-Based Approach for Text Classification
	Abstract
	1 Introduction
	2 Proposed Model
	2.1 Text Document Representation
	2.2 Automatic Text Summarization
	2.3 Text Classification

	3 Results and Discussion
	3.1 Experimental Dataset
	3.2 Exeperimental Results
	3.2.1 Using libSVM
	3.2.2 Using J48


	4 Conclusion
	References


