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Abstract. Credit scoring is one of the most important issues in financial decision-
making. The use of data mining techniques to build models for credit scoring has
been a hot topic in recent years. Classification problems often have a large number
of features, but not all of them are useful for classification. Irrelevant and redun‐
dant features in credit data may even reduce the classification accuracy. Feature
selection is a process of selecting a subset of relevant features, which can decrease
the dimensionality, reduce the running time, and improve the accuracy of classi‐
fiers. Random forest (RF) is a powerful classification tool which is currently an
active research area and successfully solves classification problems in many
domains. In this study, we constructed a fast credit scoring model based on parallel
Random forests and Recursive Feature Elimination (FRFE) . Two public UCI
data sets, Australia and German credit have been used to test our method. The
experimental results of the real world data showed that the proposed method
results in a higher prediction rate than a baseline method for some certain datasets
and also shows comparable and sometimes better performance than the feature
selection methods widely used in credit scoring.

Keywords: Credit risk · Credit scoring · Feature selection · Random forests ·
RFE · Machine learning

1 Introduction

The main purpose of credit risk analysis is to classify customers into two sets, good and
bad ones [1]. Over the last decades, there have been lots of classification models and
algorithms applied to analyze credit risk, for example decision tree [2], nearest neighbor
K-NN, support vector machine (SVM) and neural network [3–7]. One important goal
in credit risk prediction is to build the best classification model for a specific dataset.

Financial data in general and credit data in particular usually contain irrelevant and
redundant features. The redundancy and the deficiency in data can reduce the classifi‐
cation accuracy and lead to incorrect decision [8, 9]. In that case, a feature selection
strategy is deeply needed in order to filter the redundant features. Indeed, feature selec‐
tion is a process of selecting a subset of relevant features. The subset is sufficient to
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describe the problem with high precision. Feature selection thus allows decreasing the
dimensionality of the problem and shortening the running time.

Credit scoring is a technique using statistical analysis data and activities to evaluate
the credit risk against customers. Credit scoring is shown in a figure determined by the
bank based on the statistical analysis of credit experts, credit teams or credit bureaus. In
Vietnam, some commercial banks start to perform credit scoring against customers but
it is not widely applied during the testing phase and still needs to improve gradually.
For completeness, all information presented in this paper comes from credit scoring
experience in Australia, Germany and other countries.

Many methods have been investigated in the last decade to pursue even small
improvement in credit scoring accuracy. Artificial Neural Networks (ANNs) [10–13]
and Support Vector Machine (SVM) [14–19] are two commonly soft computing
methods used in credit scoring modelling. In order to achieve higher classification
performance, SVM recursive feature elimination (SVM-RFE) filter relevant features
and remove relatively insignificant feature variables. SVM-RFE uses numerical attribute
but credit data sets has a lot of categorical attributes. How to deal with an SVM-RFE
with categorical attributes? The conversion of categorical attributes into numerical
attributes will lack information and reduce accuracy. Random forest is a popular clas‐
sification method which deal with this problem. Recently, other methods like evolu‐
tionary algorithms [20], stochastic optimization technique and support vector machine
[21] have shown promising results in terms of prediction accuracy.

This study proposed a new method for feature selection based on recursive feature
elimination and integrated with a parallel Random Forest classifier in credit scoring
tasks. The proposed method reduces the set of features via feature ranking criterion. This
criterion re-evaluates the importance of features according to the Gini index and the
correlation of training and validation accuracy which are obtained from RF algorithm.
By that way, we take both feature contribution and correlation of training error into
account. We applied the proposed algorithm to classify credit datasets. Integration with
H2O parallel random forest, the FRFE showed better classification accuracy and faster
than RF.

The rest of the paper is organized as follows: Sect. 2 presents the background of
credit scoring, random forests and feature selection. Section 3 is the most important
section that describes the details of the proposed model. Experimental results are
discussed in Sect. 4 while concluding remarks and future works are presented in
Sect. 5.

2 Feature Selection

Feature selection is the most basic step in data pre-processing as it reduces the dimen‐
sionality of the data. Feature selection can be a part of the criticism which needs to focus
on only related features, such as the PCA method or an algorithm modeling. However,
the feature selection is usually a separate step in the whole process of data mining.
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There are two different categories of feature selection methods, i.e. filter approach
and wrapper approach. The filter approach considers the feature selection process as a
precursor stage of learning algorithms. The filter model uses evaluation functions to
evaluate the classification performances of subsets of features. There are many evalua‐
tion functions such as feature importance, Gini, information gain, the ratio of informa‐
tion gain, etc. A disadvantage of this approach is that there is no relationship between
the feature selection process and the performance of learning algorithms.

The wrapper approach uses a machine learning algorithm to measure the good-ness
of the set of selected features. The measurement relies on the performance of the learning
algorithm such as its accuracy, recall and precision values. The wrapper model uses a
learning accuracy for evaluation. In the methods using the wrapper model, all samples
should be divided into two sets, i.e. training set and testing set. The algorithm runs on
the training set, and then applies the learning result on the testing set to measure the
prediction accuracy. The disadvantage of this approach is highly computational cost.
Some researchers proposed methods that can speed up the evaluating process to decrease
this cost. Common wrapper strategies are Sequential Forward Selection (SFS) and
Sequential Backward Elimination (SBE). The optimal feature set is found by searching
on the feature space. In this space, each state represents a feature subset, and the size of
the searching space for n features is O(2n), so it is impractical to search the whole space
exhaustively, unless n is small.

3 H2O Parallel Random Forests

H2O is a platform for distributed in memory predictive analytics and machine learning.
H2O uses pure Java which easy deployment with a single jar, automatic cloud discovery.
H2O does in-memory analytics on clusters with distributed parallelized state-of-the-art
Machine Learning algorithms. Figure 1 show H2O architecture:

Fig. 1. H2O architecture
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Random Forest is an ensemble classifier consisting of a set of CART classifiers using
bagging mechanism. Each node of a tree only selects a small subset of features for a
split, which enables the algorithm to create classifiers for highly dimensional data very
quickly. One has to specify the number of randomly selected features (mtry) at each
split. The default value is sqrt(p) for the classification where p is the number of features.
The Gini index is used as the splitting criterion.

Random Forest is an ensemble classifier consisting of a set of CART classifiers using
bagging mechanism. Each node of a tree only selects a small subset of features for a
split, which enables the algorithm to create classifiers for highly dimensional data very
quickly. One has to specify the number of randomly selected features (mtry) at each
split. The default value is sqrt(p) for the classification where p is the number of features.
The largest possible tree is grown and not pruned. The big enough number of trees
(ntree) is chosen to ensure that every input feature is predicted at least several times.
The root node of each tree in the forest keeps a set of bootstrapped samples from the
original data as the training set to build a tree. The rest of the samples, called out-of-bag
(OOB) samples are used to estimate the performance of classification. The out-of-bag
(OOB) estimation is based on the classification of the set of OOB samples which is
roughly one third of the original samples. H2O’s Random Forest algorithm is parallel
processing which produces a dynamic confusion matrix. As each tree is built, OOBE
(out of bag error estimate) is recalculated. The expected behavior is that the error rate
increases before it decreases, as it is a natural outcome of Random Forest’s learning
process. When there are only a few trees built on random subsets, the error rate is
expected to be relatively high. As more trees are added, resulting in more trees “voting”
for the correct classification of the OOB data, the error rate should decrease.

4 The Proposed Method

Our proposed method uses H2O parallel random forest (PRF) to estimate performance
and reduce running time. We consider the proposed method has two phases. In the first
phase, the training set was trained and tested by PRF in order to select the best features.
The most important procedure in phase one is to estimate feature ranking value for each
feature. A recursive elimination approach was applied to evaluated contribution of each
feature to the classifier through one-by-one eliminating feature. The irrelevant feature(s)
are eliminated and only the important features are survived by means of feature ranking
value. Output of the phase one is a set of selected features. To deal with over-fitting
problem, we apply n-fold cross validation technique to minimize the generalization
error.

In the second phase, result of learning phase is used as a filter of test dataset. The
detail of proposed algorithm will be presented in next section.

In wrapper approaches, they only focus on accuracies of the features when computing
the ranking criteria, but not much on the correlation of the features. A feature with good
ranking criteria may not turn out a good result. Also, the combination of several features
with good ranking criteria may not give out a good result. On the other hand, Recursive
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Feature Elimination takes a lot of time to run. To remedy this problem, we propose a
procedure named Fast Feature Elimination based on parallel RF (FRFE).

1. Train data by Random Forest with the cross validation
2. Calculate the ranking criterion for all features Frank

i
 where i = 1..n (n is the number

of features).
3. Remove a feature by using FastFeatureElimination function (may be more efficient

if we remove several features at a time)
4. Back to step 1 until reach the desired criteria.

In step 1, from the jth cross validation we get set of (Fj, Alearn
j
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j

, AUClearn
j

,
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j
) that are the feature importance. The learning accuracy, the validation accuracy,

the area under curve (AUC). Those values will be used to compute the ranking criterion
in step 2.

In step 2, we use the results from step 1 to build the ranking criterion which will be
used in step 3. The ranking criterion of feature ith is computed as follow:
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where j = 1, .., n is the number of cross validation folders;
Fi, j is the feature importance in terms of the node impurity which can be computed

by Gini impurity
Alearn

j
 the learning accuracy

Avalidation
j

 the validation accuracy of feature jth obtained from H2O Random Forest
module, respectively.

ε is the real number with very small value.
AUClearn

j
: the area under curve (AUC)

The first factor 
(
Fi, j

)
 is presented the Gini decrease for each feature over all trees in

the forest when we train data by RF. Obviously, the higher decrease of Fi, j is obtained,
and the better rank of feature we have. We use the second factor to deal with the over
fitting issue as well as the desire of high accuracy. The numerator of the factor presents
for our desire to have a high accuracy. The larger value we get, the better the rank of
the feature is. We want to have a high accuracy in learning and also want not too fit the
training data which so called over fitting problem. To solve this issue, we apply the n-
folder cross validation technique. We can see that the less difference between the
learning accuracy and the validation accuracy, the more stability of accuracy. In the
other words, the purpose of the denominator is to reduce over fitting. In the case of the
learning accuracy is equal to the validation accuracy, the difference is equal to 0, we use
ε with very small value to avoid the fraction to be ∞. We added AUC measure because
the AUC is a commonly used evaluation metric for binary classification problems like
predicting a Good (Buy) or Bad (Sell) decision (binary decision). The interpretation is
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that given a random positive observation and negative observation, the AUC gives the
proportion of the time you guess which is correct. It is more affected by sample in-
balance than accuracy. A perfect model will score an AUC of 1, while random guessing
will score an AUC of around 0.5. AUC is in fact often predicted over accuracy for binary
classification for a number of different reasons.

In step 3: we execute the feature elimination strategy based on backward approach.
The proposed feature elimination strategy depends on both ranking criterion and the
validation accuracy. The ranking criterion makes the order of features be eliminated and
the validation accuracy is used to decide whether the chosen subset of features is perma‐
nently eliminated. The new subset is validated by H2O Random Forest module. The
obtained validation accuracy plays a role of decision making. It is used to evaluate
whether the selected subset is accepted as a new candidate of features. If the obtained
validation accuracy is lower than the previous selected subset accuracy, it tries to elim‐
inate other features based on their rank values. This iteration is stopped whenever the
validation accuracy of the new subset is higher than the previous selected subset accu‐
racy. If there is either no feature to create new subset or no better validation accuracy,
the current subset of features is considered as the final result of our learning algorithm.
Otherwise the procedure goes back to step 1. The set of features, which is a result of
learning phase, is used as a filter to reduce the dimension of the test dataset before
performing predicting those samples in classification phase.

5 Experiment and Results

Our proposed algorithm was coded using R language (http://www.r-project.org), using
H2O Random Forest package. This package is optimized for doing “in memory”
processing of distributed, parallel machine learning algorithms on clusters. A “cluster”
is a software construct that can be fired up on your lap-top, on a server, or across the
multiple nodes of a cluster of real machines, including computers that form a Hadoop
cluster. We tested the proposed algorithm with several datasets including two UCI public
datasets, German and Australian credit approval, to validate our approach. The learning
and validation accuracies were determined by means of 5-fold cross validation. In this
paper, we used RF with the original dataset as the base-line method. The proposed
method and the base-line method were executed on the same training and testing datasets
to compare their efficiency.

5.1 Australian Credit

The Australian credit dataset is composed of 690 applicants, with 383 credit worthy and
307 default examples. Each instance contains eight numerical features, six categorical
features, and one discriminant feature, with sensitive information being transferred to
symbolic data for confidentiality reasons. The averages of classification results are
depicted in Fig. 2.
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Fig. 2. Accuracy in case of Australian dataset

Table 1 shows the performances of different classifiers over the Australian credit
datasets. Baseline is the classifier without feature selection. Classifiers used in [22]
include: Linear SVM, CART, k-NN, Naïve Bayes, MLP. Filter methods include: t-test,
Linear Discriminant analysis (LDA), Logistic regression (LR). The wrapper methods
include: Genetic algorithms (GA) and Particle swarm optimization (PSO).

Table 1. Compare performances of different classifiers over the Australian credit dataset

Classifier Filter methods Wrapper methods Baseline
t-test LDA LR GA PSO

Linear SVM 85.52 85.52 85.52 85.52 85.52 85.52
CART 85.25 85.46 85.11 84.85 84.82 85.20
k-NN 86.06 85.31 84.81 84.69 84.64 84.58
Naïve Bayes 68.52 67.09 66.74 86.09 85.86 68.55
MLP 85.60 86.00 85.89 85.57 85.49 84.15
Random forests 87.25
Our method 89.16 (± 3.09)

The prediction the performances of different classifiers over the Australian credit
dataset. The table shows the classification accuracy of our method is much higher than
these studies’ one. Relying on parallel processing, time to run 20 trails with 5-fold cross
validate taken by our method is only 2974 s (~50 min).

5.2 German Credit Dataset

The German credit approval dataset consists of 1000 loan applications, with 700
accepted and 300 rejected. Each applicant is described by 20 attributes. Our final results
were averaged over these 20 independent trials. In our experiments, we use the default

FRFE: Fast Recursive Feature Elimination for Credit Scoring 139



value for the mtry parameter and the ntree parameter was tried with value of 100. The
averages of classification results are depicted in Fig. 3.

Fig. 3. Accuracy in case of German credit dataset

Table 2 shows the performances of different classifiers over the German credit data‐
sets. Baseline is the classifier without feature selection. Classifiers used in [22] include:
Linear SVM, CART, k-NN, Naïve Bayes, MLP. Filter methods include: t-test, Linear
Discriminant analysis (LDA), Logistic regression (LR). The wrapper methods include:
Genetic algorithms (GA) and Particle swarm optimization (PSO).

Table 2. Performances of different classifiers over the German credit dataset

Classifier Filter methods Wrapper methods Baseline
t-test LDA LR GA PSO

Linear SVM 76.74 75.72 75.10 85.52 85.52 85.52
CART 74.28 73.52 73.66 84.85 84.82 85.20
k-NN 71.82 71.86 72.62 84.69 84.64 84.58
Naïve Bayes 72.40 70.88 71.44 86.09 85.86 68.55
MLP 73.28 73.44 73.42 85.57 85.49 84.15
Random forests 76.60
Our method 78.95 (± 2.62)

Moreover, relying on a parallel processing strategy, time to run 20 trails with 5-fold
cross validate taken by our method is only 4311 s (~72 min) while other methods must
run several hours. This result highlights the efficiency in terms of running time of our
method when filtering the redundant features.
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6 Conclusion

In this paper, we focused on studying feature selection and Random Forest method.
Features selection involves in determining the highest classifier accuracy of a subset or
seeking the acceptable accuracy of the smallest subset of features. We have introduced
a new feature selection approach based on feature scoring. The accuracy of classifier
using the selected features is better than other methods. Fewer features allow a credit
department to concentrate on collecting relevant and essential variables. The parallel
processing procedure leads to a significant decrement in runtime. As a result, the work‐
load of credit evaluation personnel can be reduced, as they do not have to take into
account a large number of features during the evaluation procedure, which will be
somewhat less computationally intensive. The experimental results show that our
method is effective in credit risk analysis. It makes the evaluation more quickly and
increases the accuracy of the classification.
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