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Abstract. In this paper, the method of building a Vietnamese Argument Anno‐
tated Dataset (VAAD) is presented. This dataset contains argumentative data
which can be used to answer the why-questions. Therefore, it is important to
discover the characteristics of the answers of why-questions to develop why-
question answering method by using causal relations between texts. In addition,
this dataset can be used to generate the testing dataset for evaluation of answering
method. In order to build the dataset, a process of four steps is proposed after
studying relevant problems. To briefly evaluate the method, an experiment is
conducted to show the applicability of the method in practice.
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1 Introduction

At present, the development of question answering systems for Vietnamese language
can be founded on researched solutions of answering the factoid questions [13–16].
These solutions are mostly based on knowledge mining techniques therefore they need
a large annotated corpus to train, to evaluate and to develop.

Although why-questions are rarely asked, 5 % of all questions asked according to
the observation of Hovy [1], they seem to be the important type of question because
their answers, found by causal relations in discourse structures instead of the bag of
words in texts, provide the reasons about problems. Therefore, building a why-question
answering (why-QA) system for Vietnamese language has been conducted. However,
the Vietnamese corpus for researching why-question answering methods is lacked.
Although TREC has developed testing datasets for question answering systems for many
years, the datasets mostly contain factoid questions and they are written in English. At
present, it is important to build a large Vietnamese annotated dataset for researching and
testing why-QA.

For the above reasons, a Vietnamese Argument Annotated Dataset (VAAD) for why-
questions should be built to develop why-QA answering methods. The dataset should
be suitable for developing many answering methods and evaluation. In this paper, the
process of building VAAD for why-questions is presented in five sections. Section 1
introduces the exigence of developing VAAD. Section 2 explores some problems related
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to building the dataset. According to these problems, the annotation format of Viet‐
namese VAAD and the building process is presented Sect. 3. Then, the experiment of
building the dataset is presented in Sect. 4. At the end, some conclusions are drawn in
Sect. 5.

2 Related Works

The methods of question answering can be divided into two approaches that are knowl‐
edge mining, as in [13–16], and knowledge annotation, as in [17]. The methods based
on knowledge mining techniques have the advantage of information redundancy from
the internet. The redundancy of information can be utilized to propose question
answering methods which do not need to use complex natural language processing
techniques. Therefore, many researches in question answering have focused on this
approach.

According to the knowledge mining approach, developing question answering
methods need large datasets to discover the patterns which are used to find the candidate
answers. These datasets are also used to test the question answering methods. These
datasets should be not only collected but also annotated into a specific format. The format
of a dataset depends on the feature analyzed by the researching methods. For example,
Saint-Dizier’s dataset in [12] is annotated by using Rhetorical Structure Theory (RST)
[7] because the question answering method is based on the argumentation which is
identified in discourse structure of the document.

In why-QA, the question answering method can be divided into two types: cue-based
method and discourse-based method. The cue-based methods are developed with clues
as in [11] or with cue words and paragraph retrieval techniques as in [2]. They have the
simplicity in analysis but the results are quite low because the semantic features have
not been analyzed yet. In contrast, the discourse-based methods are developed with
discourse structure of the document as in [4–6, 12]. In this type, the methods have to
use the context of the sentences in a document to build the relations between them. These
relations express the intention of the writer. Among these relations, the causal relations
between sentences form the writer’s argument structures. The discourse-based methods
need more complicated analysis but their results are more relevant to the questions than
the cue-based ones. Despite of the differences, these types of answering method need
why-QA datasets for training and testing. These datasets have to be built for each
research project because there are no appropriate dataset for all purposes.

In discourse structure of document, there are two approaches of representation. In
the RST representation [7], a document is a “tree of spans”. Each span, which can be a
clause, a sentence or a paragraph, links to another span following rhetorical relations to
form a larger span. These spans are still presented in text therefore they are easy to
search. In the Discourse Representation Theory (DRT) [18], a document is a set of
Discourse Representation Structure (DRS) which is a group of first-order logic expres‐
sions. These representations can be used to reason in order to find new information,
however it is complex to build a set of DRS from a document in natural language.
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In other aspect of discourse structure, the visual structure of a document also affects its
discourse structure as Power shown in [8].

3 Building VAAD for Developing Why-QA Method

The purpose of building the VAAD is to develop why-QA methods. These methods can
be cue-based or discourse-based approaches therefore the dataset should be annotated
in a simple format so that it can be used easily. In addition, the dataset can be used to
generate testing sets by transforming the result parts of causal relations in to why-ques‐
tions. For example, the causal relation “Tom is not allowed to ride a bicycle because
Tom is young” has the result part “Tom is not allowed to ride a bicycle”. Thus, a why-
question “why Tom is not allowed to ride a bicycle?” can be built by transforming the
result part. In order to make more complex why-questions, synonyms or similar semantic
phrases can be used to expand the original result parts.

The process of building VAAD dataset has four steps that are documents collecting,
argument annotating, patterns extracting and argument annotated fragments collecting.

3.1 Documents Collecting

During the process of collecting documents containing arguments, the observations
show that there are many news posts or comments without any arguments in them. These
news posts or comments are often about new products, instructions, sports news. In order
to collect documents containing arguments, Google1 is used to search for document
containing phrases which are more likely to appear in an argument, such as “tại sao”
(“why”), “công dụng của” (“the use of”), “hạn chế của” (“the disadvantages of”). Then,
the links in google search results are extracted and used to download the origin web
pages. After that, the scripts, banners, etc. of the web pages are eliminated and the texts
of main content of the web pages are extracted. These texts form a dataset for annotating
in the next step.

3.2 Argument Annotating

According to the simplicity of the RST representation, the dataset is annotated follow
these rules:

– All spans which are not in any argument are unchanged.
– Spans, which are in a certain argument, are place in a pair of symbols “[“ and ”]”
– A span which is an argument is annotated as follow: causal part and result part are

place in a pair of symbols “{“ and ”}” in which they follow a notation of their role
in the argument; the cue phrase which informs the type of causal relation is
unchanged. Figure 1 illustrates an annotated argument fragment.

1 https://www.google.com.
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Fig. 1. A structure of an argument annotated fragment. The bold words are the roles of two parts
in a causal relation (CIRCUMSTANCE - OUTCOME). The bold, italic words, “Do đó” (there‐
fore) is a cue phrase indicates the circumstance - result relation.

– An argument can be a part of another argument as shown in Fig. 2.

Fig. 2. An argument can be a part of another argument. In this figure, the first paragraph is the
causal part and the second paragraph is the result part of an argument. There are two arguments
in the first paragraph.

By using these rules, the arguments in document are easy to extract. In addition, if
there is any further language analysis needed, it can be applied easily to discover more
precise patterns. In this format, the causal relations in RST is divided into four types
according to [4]: rationale - effect, purpose - outcome, circumstance - outcome and
means - outcome.

3.3 Patterns Extracting

After identifying arguments by annotating the causal relations. The patterns containing
cue phrases and some specific marks such as periods, commas, new-lines are also
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identified. A causal relation can be an inner-sentence, an inter-sentence or an inter-
paragraph relation.

In an inner-sentence relation, as in Fig. 3 all parts of the relation are bounded in two
periods and they do not contain any period. In an inter-sentence relation, as in Fig. 1
above, there is only one period; and in an inter-paragraph relation, as in Fig. 2 above,
there are one more new-line symbols.

Fig. 3. The inner-sentence relation in which all parts of the relation are bounded in two periods
and there is no period in all parts of the relation.

In this step, the cue phrases are used as core feature to identify the argument because
the cue phrase have stably meaning of discourse function as shown in [7, 9]. Therefore,
the patterns are manually identified and used to extract arguments having the same
patterns in websites to enrich the dataset.

3.4 Argument Annotated Fragments Collecting

By using the patterns discovered in step 3, a crawler is used to fetch the news posts on
websites to extract the argument annotated fragment. By using the crawler, the process
of building VAAD is reduced greatly in cost of manually collecting and annotating.
However, this method has a disadvantage of not collecting arguments of new patterns.
The extracted arguments of collected news posts are automatically annotated with the
proposed format according to the patterns which are used to extract them.

4 Experiment

In order to evaluate the method of building VAAD, 34 articles are collected according
to step 1 and annotated as describing in step 2. Then, the 49 argument fragment patterns,
as shown in Table 1 are manually identified. Then, these patterns are represented in
regular expressions to collect argument fragments.

After identifying argument fragment patterns, a set of 608 articles downloaded from
internet using crawler are process with the patterns to generate 2609 fragments. The cue
phrases associated with these fragments are presented in Table 2 to show which cue
phrases are frequently used. In order to evaluate the precision of the argument identifi‐
cation method, 250 fragments are randomly selected in 2609 fragments. These 250
fragments are then manually check if they are argument fragments. After checking, there
are 195 fragments are argument fragments which yield the precision of 0.78.
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Table 1. The list of manually identified cue phrases.
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Table 2. The list of cue phrases used to extract 2609 fragments and their number of use.

The reasons of the wrong identifying argument fragments are the ambiguity of the
cue phrase and the misidentifying inter-paragraph relation. The ambiguity of cue phrase
such as, “để” (in order to) and “để” (to put), can be overcome by POS tag process before
identifying patterns and extracting argument fragments. The misidentifying inter-para‐
graph relation is more difficult to overcome. It requires a completely RST structure of
the document to identify which paragraphs form a span in RST. However, the number
of inter-paragraph argument fragments collected are not very large. Therefore this
method can be used to build VAAD for developing a why-QA method.

The experiment result shows that the proposed method can be applied in practice
with the higher precision by applying POS tagging task.

5 Conclusions and Future Works

In this paper, the research on building VAAD for developing why-QA method is
presented. This dataset is important to find out the characteristics of argument of text
fragments to answer the why-questions in Vietnamese. In addition, the testing dataset
for why-QA method can be generated from this dataset. The testing dataset is also
important to evaluate the answering method. Because the arguments are some kinds of
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RST relations, this paper proposes a method of automatically identifying argument
fragments from news posts in the internet using cue phrases. The cue phrases are used
in this method because their linguistic functions of discourse are stable. Therefore, the
process of four steps which are collecting documents, argument annotating, patterns
extracting and argument annotated fragments collecting is proposed to build the dataset.

According to the proposed process, an experiment has been conducted and it shows
that the process can be apply to automatically build the practical VAAD for developing
why-QA method after POS tagging the documents for extracting patterns and collecting
argument fragments.

In future, Vietnamese RST parser should be developed to overcome the misidenti‐
fying inter-paragraph causal relation to enrich VAAD.
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