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Abstract. Cognitive radio is one of the potential contenders that
address the problem of spectrum scarcity by making efficient use of the
currently allocated spectrum below 6 GHz. A secondary access to the
licensed spectrum is only possible, if the cognitive radio systems restrict
the interference to the primary systems. However, the performance analy-
sis of such a cognitive radio system is a challenging task. Currently, per-
formance evaluation of underlay systems is limited to theoretical analysis.
Most of the existing theoretical investigations make certain assumptions
in order to sustain analytical tractability, which could be unrealistic from
the deployment perspective. Motivated by this fact, in this work, we val-
idate the performance of an underlay system by means of laboratory
measurements, and consequently propose a hardware demonstrator of
such a system. Moreover, we present a graphical user interface to pro-
vide insights to the working of the proposed demonstrator and highlight
the main issues faced during this experimental study. (This work was
partially supported by the National Research Fund, Luxembourg under
the CORE projects “SeMIGod” and “SATSENT”.)

Keywords: Cognitive radio · Underlay system · Power control ·
Dynamic access · Empirical validation · Demonstrator

1 Introduction

The amount of data transmitted over wireless channels is constantly increasing.
However, the available spectrum is scarce and expensive, with more and more
operators competing for their share of it. Therefore, ways have to be found
to use the available spectrum more efficiently. Cognitive radio networks do so
by enabling dynamic spectrum access to multiple systems. Secondary access to
the licensed spectrum has been extensively investigated in the literature and is
mainly categorized in terms of three cognitive radio paradigms [1]:
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1. An interweave system exploits time gaps in the spectrum of primary users for
data transmission.

2. An overlay system involves higher network layers to employ advanced coding
algorithms to transmit data simultaneously with other systems.

3. In an underlay system, spectrum access is enabled only if the interference
power received at primary users is below a certain amount. This can be
achieved, for instance, by employing a power control mechanism at the sec-
ondary transmitter.

The existing investigations in [2–4] depicted the performance limits in terms
of throughput achieved at the secondary receiver for the underlay system. How-
ever, the performance evaluation has been limited to theoretical analysis, which
tends to make certain assumptions (for instance, perfect knowledge of channel),
that are not applicable in hardware implementations [5]. Recently, hardware
implementations in context to cognitive radio systems have started to receive
significant attention [6–8], however these deployments are mainly concerned with
the interweave system. In this regard, we provide insights for the deployment of
underlay systems, in this paper. More specifically, we extend the mathematical
framework derived in [9] to validate the performance of underlay systems by
means of experimental analysis. To complement the analysis presented in [9],
the main contributions of this paper are as follows:

1. Empirical validation: We set up a suitable hardware environment, perform
measurements and evaluate their results by comparing them with the theo-
retical expressions.

2. Upon validating the mathematical model, we propose to deploy a hardware
demonstrator of the underlay system. We present a graphical user interface
to provide further insights to the working of the demonstrator.

This paper is organized as follows: Sect. 2 introduces the system model.
Section 3 describes the experimental setup and the validation of the mathe-
matical model. Section 4 portrays the implementation of the underlay system’s
hardware demonstrator. Finally, Sect. 5 concludes the paper.

2 System Model

The analysis done is this paper is based on the signal model illustrated in [9].

2.1 Underlay Scenario

Cognitive Relay (CR) is a cognitive radio small cell deployment that facilitates
secondary access to indoor devices (IDs) [10]. Figure 1 shows such a scenario,
where the CR acts as a secondary transmitter (ST), transmitting data to a
secondary receiver (SR) represented by an ID. The channels between the primary
receiver (PR) and ST and between the ST and SR are modeled in terms of
path loss factors (αp, αs) and small-scale fading gains (gp, gs). A power control
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mechanism is employed at the ST to ensure that interference received at the
PR is below a certain level. For this mechanism, it is necessary to acquire the
knowledge of the channel between the ST and the PR. As proposed in [9], the ST
can retrieve this information by listening to a pilot or beacon signal transmitted
by the PR.

PR

SR/ID

SU

ST/CR

Backhaul

Access
Estimation
Interference
Backhaul

α , gp p α , gs s

Fig. 1. Underlay scenario and frame structure [9]

We consider slotted medium access for the secondary system with a frame
duration of T . For the ST to be able to satisfy the interference constraints at
the PR, we consider channel reciprocity of the primary link. T is designed such
that the channel can be assumed to remain constant within it. Based on this
premise, gp and gs are constant within one frame and included in αp and αs for
further analysis.

In order to implement a power control mechanism, we have divided the frame
interval in two phases, refer to Fig. 1. During the first phase of duration τest (esti-
mation time), the ST measures the received power of the pilot signal transmitted
by the PR. Based on this received power, the ST estimates αp by relating it to
the known PR transmit power (Ptran) and adapts its own transmit power for
the secondary link (Pcont) accordingly. During the second phase duration i.e.,
T − τest, the ST transmits data to the ID with the controlled power Pcont.

The sequence of events portrayed by the underlay scenario from Fig. 1 can
be summarized as:

1. The PR sends a pilot signal with power Ptran to the ST.
2. The ST measures the power received (Prcvd) from this signal.
3. From Prcvd, the ST estimates αp. We assume that the ST has the knowledge

of Ptran.
4. From αp, the ST calculates Pcont. It is scaled such that, in case of perfect chan-

nel reciprocity and the absence of noise on the primary link, the interference
power arriving at the PR (Pp) has the value of the interference temperature
(θI). In control theory terms, θI is the setpoint for Pp.
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5. The ST transmits data to the SR with Pcont. In the context of this work,
we send an unmodulated sinusoidal signal. This is mathematically equivalent
to the constant power signal sent by the PR (refer to [9] and the references
therein).

6. The SR receives the data signal with power Ps. It provides this value back
over a feedback channel to the ST, where it is used to estimate the expected
throughput of the secondary link (Rs).

7. Due to the presence of noise at the ST, the ST encounters variations in
Prcvd, which further affects Pcont and, in addition with noise at the PR,
finally translates to variations in Pp around θI. This may severely degrade the
performance of the cognitive radio system. In order to control these variations,
an interference constraint in terms of probability of confidence (Pc) has been
proposed in [9].

2.2 Stochastic Model

According to [9], Prcvd can be modeled as a non-central chi-squared distribution
with the following probability density function (pdf) [11]:

fPrcvd (x) =
N

2σ2
p

(
Nx

λ

)N−2
4

exp
(

−Nx + λ

2σ2
p

)
IN

2 −1

(√
Nxλ

σ2
p

)
, (1)

where N is the degree of freedom, i.e. the number of samples used for determining
Prcvd, σ2

p is the noise variance of the in-phase or quadrature-phase component of
the received pilot signal (yrcvd, refer to [9]), and IN

2 −1(·) is the modified Bessel
function of the first kind of order N

2 − 1 [12]. Furthermore,
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is the non-centrality parameter, where yrcvd[n] represents the discrete sample at
the ST [9]. As our pilot signal is a sinusoid with a constant amplitude which is
down-converted by an IQ demodulator at the ST, the complex samples have a
constant envelope of value A, which explains the simplification in (2).

The system variables Pcont, Pp, and Rs are derived from Prcvd in [9], where
the respective pdfs fPcont(·) and fPp(·) are also provided. In [9], fRs(·) represented
a pdf of the capacity. Here, we modify this expression to determine the pdf of
the secondary throughput
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with p (x) = 2
T x

T−τest − 1 .

The definition of Pc can be retrieved from [9]. It is based on the cumulative
distribution function (cdf) of Pp

1

FPp (x) = QN
2
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)
, (4)

with parameters defined in [9]. QN
2
(·) is the Marcum Q-function [12].

It is challenging to determine the parameter σ2
p utilized in most of the theo-

retical expressions, accurately. We decided to approximate σ2
p by setting it equal

to the variance of the envelope of yrcvd, as this provided the best fit of the model
function to the measurement values.

3 Validation

3.1 Experimental Setup

Figure 2 illustrates the experimental setup used for validation. The primary link
is implemented via a cable and attenuators. By doing so, we were able to acquire
a large number of system variable realizations measured under similar conditions,
which we needed for validating the stochastic model.

The CR/ST is implemented in a Universal Software Radio Peripherals
(USRP) B210 from Ettus Research [13]. There, upon arrival, the pilot sig-
nal is down-converted to an intermediate frequency, band-pass filtered, down-
converted to baseband and decimated. The first two steps were carried out to
avoid I/Q imbalance and remove the receiver’s DC offset and the flicker noise
(1/f) around the DC. Due to the small bandwidth of the pilot signal, these
effects were the bottleneck of our validation and had to be accounted for. The
decimation is performed to reduce the effect of correlation between the samples
due to oversampling, since the model function fPrcvd(·) required independent
and identically distributed energy samples [9]. Finally, the measurement data is
analyzed offline using Matlab.

Fig. 2. Measurement setup for the validation of the stochastic model, laptop image
from [14]

1 In [9], we discovered a small typing error in the cdf of Pp, in this paper, we present
the exact version of it.
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3.2 Validation of System Variables

Since the stochastic model is the basis of the further performance analysis that
will be carried out over Pc and Rs, as a first step, we validate the pdfs of the
system variables Prcvd, Pcont, Pp, and Rs, from Sect. 2.2 and [9]. To this end,
measurements with the setup in Fig. 2 have been performed for different values
of received signal-to-noise ratio at the ST over the primary link (SNRrcvd

2).
The measurement data was plotted in terms of histograms and scaled such that
it represented the relative frequency (frel). Figure 3 compares the histograms
from the measurements and plotted pdfs using the analytical expressions for
different system parameters. The plots show that the theoretical expressions
very accurately capture the performance of real world cognitive radio systems.

Fig. 3. Theoretical expressions of the pdf and experimental results of different system
variables (parameters from Table 1)

We repeated the experiment for different values of SNRrcvd. It was observed
that for a considerable range of SNRrcvd ∈ (4, 30) dB, the theoretical expressions
depicted a significant accuracy to the experimental data, refer to Table 2. The
accuracy was quantified in terms of relative error (erel) defined as

2 As noise power, we used the measured receiver noise floor.
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Fig. 4. Estimation-throughput tradeoff (parameters from Table 1), Pc,meas: empirical
values of Pc, Pc,model: analytical values of Pc.

erel =
1

nbins
×

nbins∑
n=1

fPrcvd [n] − frel[n]
frel[n]

, (5)

where nbins is the number of histogram bins with frel[n] �= 0.

Table 1. Values of the parameters used for the performing experiments.

Parameter SNRrcvd N/τest θI T αs σ2
s

Value 22 dB 100/0.5ms -110 dBm 100 ms 1a 2.1355 × 10−10 b

aThe channel gain of the ST-SR link αs ∈ (0, 1) was set to its maximum
theoretical value for this analysis.
b The value represents the measured receiver noise floor (digital value) of
the in-phase or quadrature-phase components.

Table 2. erel from 5 for various SNRrcvd (parameters from Table 1)

SNRrcvd/[dB] 4.08 9.10 14.11 19.12 24.09 29.09 34.03 39.38 45.08

erel 0.0568 0.0601 0.0522 0.0437 0.0506 0.0634 0.1179 0.0800 0.1695
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3.3 Validation of the Estimation-Throughput Tradeoff

Finally, we validate the performance in terms of estimation-throughput trade-
off to yield a suitable estimation time that satisfies the interference constraint
on Pc and maximizes the achievable throughput. In contrast to the theoretical
analysis presented in [9], in Fig. 4 we provide an empirical validation to the per-
formance of the underlay system. Clearly, this tradeoff considers that a large τest
will improve the performance of the primary system by reducing the variations
in Pp. This improvement is depicted in terms of an increase in Pc. On the other
hand, the increase in τest reduces the achievable secondary throughput. Figure 4
also includes a validation of Pc. This is achieved by comparing its empirical val-
ues with its analytical expressions for different τest. In contrast to the analytical
model [9], the empirical values of Pc were determined using a numerical inte-
gration in the region within the confidence interval (1 ± μ) × θI, where μ is the
accuracy as defined in [9]. Hence, with this verification, we conclude that the
estimation-throughput tradeoff proposed in [9] is suitable for hardware imple-
mentation.

4 Implementation of a Demonstrator

In this section, we provide the details on the implementation of a demonstrator
for the underlay system.

4.1 Estimation Time

As we already verified the dependence of Pc and Rs on τest (refer to Fig. 4), it is
challenging to select τest such that the system adheres to the interference con-
straints at the PR and still achieves the highest possible secondary throughput.
To analyze this problem, we introduce a new parameter called the optimized
estimation time (τopt). It is the τest that maximizes the secondary throughput
according to equation (11) in [9] for a certain value of SNRrcvd, μ and a tar-
get value of Pc defined as P̄c. In Fig. 4, this optimization process is indicated
graphically by the dotted lines, where, from a fixed P̄c = 0.95, we acquire τopt ≈
0.75 ms, which corresponds to E [Rs] ≈ 7.02 bits/s/Hz.

However, this analysis is carried out for a fixed value of SNRrcvd. Under real
conditions, due to channel fading, SNRrcvd is not known. In this sense, it is
not possible to determine τopt. To resolve this issue, we propose a procedure,
whereby we analyze the variations of τopt for different values of SNRrcvd, refer
to Fig. 5, and select τopt’s maximum value. By doing this, we are able to satisfy
the interference constraint for all realizations of the channel. In addition, we
consider different values of P̄c. It is observed that τopt increases with the decrease
in SNRrcvd and attains saturation below a certain SNRrcvd.3

3 For varying θI, while the shape of the curves changed slightly, the upper limits for
τopt remained constant.
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Fig. 5. τopt over SNRrcvd, θI = -110 dBm, μ = 0.05

The explanation of this behavior is given in the following: For large values
of SNRrcvd, Pcont is low, hence the variations of Pp around θI are low and con-
sequently a lower value of τopt is needed to maintain these variations within
the confidence interval. Very weak received signals, on the other hand, cannot
be distinguished from noise by the USRP, due to the quantization limit of the
analog-to-digital converter in the receiver chain. This is why, below a certain
SNRrcvd, all received signals yield the same value of τopt.

We use this analysis for determining the τest in the implementation of our
demonstrator. Since we target P̄c = 0.95, we choose a fixed τest of 24 ms, which
is the maximum value determined from Fig. 5. By doing so, we seek to satisfy
the interference constraints at the PR, at the cost of a decreased performance
in Rs, particularly at higher SNRrcvd, where τopt achieves a low value.

4.2 Simplifications

The main objective of this paper is to demonstrate the basic principle of an
underlay scenario, in view of this, we will consider the following reasonable sim-
plifications in the proposed analytical framework:

1. We do not consider the hardware implementation of the SR, that is, it is
regarded virtual in the system (refer to Fig. 6).

2. According to the model, the path loss is determined using [9]

αp =
E [Prcvd] − σ2

p

Ptran
. (6)
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This is not possible in practical situations, where only a single realization of
Prcvd is available. Hence, we determine the path loss based on this realization.
As σ2

p is negligible compared to Prcvd, it can be further simplified

αp =
E [Prcvd] − σ2

p

Ptran
≈ Prcvd − σ2

p

Ptran
≈ Prcvd

Ptran
= α̃p . (7)

By not averaging over multiple realizations of Prcvd, we expect a higher vari-
ance in the resulting powers Pcont and Pp.

3. The model involves a frame synchronization (in case of Time Division Duplex-
ing) between PR and ST, which is complicated. To simplify this matter, we
propose Frequency Division Duplexing between the PR and the ST: We trans-
mit and receive the signals using two different frequencies ( 2.422 GHz and
2.423 GHz) over two separate antennas, as illustrated in Fig. 6. With this
technique, the channel reciprocity may be compromised.

Fig. 6. Setup and block diagram of demonstrator

Mapping the steps described in Sect. 2.1 onto hardware and applying the
above-mentioned simplifications, we acquire the signal flow illustrated in Fig. 6,
which we have implemented in GNU Radio using the available blocks therein.

4.3 User Interaction and Observations

Figure 7 shows the user interfaces of the demonstrator, providing insights to the
parameters evaluated at the PR (for instance, Pp and Pc) and the CR/ST (for
instance, Prcvd, Pcont, and Rs). We have performed hardware calibration in the
demonstrator to provide physical significance to the digital values obtained from
the USRPs, hence the displayed units. As the SR has not been implemented in
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the hardware, to incorporate the effect of αs on the performance of the system,
we employ a slider to modify its value.

As expected, changing the value of θI at the CR/ST changes the measured
value of Pp at the PR to approximately the same value. This phenomenon is
highlighted in Fig. 7. At the same time, the values of Rs and Pcont adapt accord-
ingly. This demonstrates that the received power estimation done at the ST by
listening to the pilot based channel, thereby acquiring the channel knowledge
and performing the power control, is working in accordance to the underlay
principle.

The response to the dynamic conditions can be verified by changing the dis-
tance between the PR and ST, the effect can be captured by observing the
changes in Prcvd and other parameters depending on it. As the distance is
increased beyond a certain value, the ST operates at its maximum transmit
power. This event is indicated in the user interface.

Fig. 7. A snapshot of the performance parameters displayed in the user interfaces

With μ = 0.05, the demonstrator does not provide the target value of 0.95 for
Pc, as the variations in Pp are higher as expected. Certainly, this issue is partly
caused by the simplifications undertaken in 7, which have to be accounted for
in future implementations. Another possible reason for this observation is that
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we used a pilot signal produced by a signal generator in the previous analysis,
which offers a higher signal quality than the one produced by a USRP in the
demonstrator. Moreover, because of the separate links for sensing and trans-
mission and the frequency separation of 1 MHz, the channel reciprocity in our
demonstrator may be compromised compared with the theoretical model. To
resolve this issue, we increase the tolerance limit to μ = 0.20, which leads to the
desired Pc of 0.95. On this account, we will consider the signals being transmit-
ted by a USRP for validation, in the future. Despite this, we have been able to
demonstrate the principle working of an underlay system that employs a power
control mechanism at the ST to limit the excessive interference at the PR.

5 Conclusion

In this paper, we have analyzed the performance of an underlay system from a
deployment perspective. To this end, an existing analytical framework [9] has
been validated. In this regard, the validation of a stochastic model that incor-
porates the pdfs of the system parameters has been considered. In addition,
the performance analysis in terms of estimation-throughput tradeoff has been
validated. Based on this validation, it has been illustrated that the proposed
framework is suitable for real world deployments. Upon the experimental analy-
sis, a hardware demonstrator that depicts the principle working of the under-
lay system has been proposed. More importantly, the hardware challenges and
simplifications considered while deploying the demonstrator have been briefly
discussed.

In the future, we intend to reconsider certain simplifications made while
deploying the demonstrator, for instance, we propose to deploy a USRP for the
SR and try to synchronize the frame structure at the ST and the PR in order
to respect channel reciprocity.
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