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Abstract. Providing multi-user isolation is one of the most important issues in
computing environments with multi-touch displays because multi-touch devices
such as tabletops allow multiple users to interact simultaneously. However,
existing window manager, which is commonly used to control the placement and
appearance of windows, never provides isolation among the users. In this paper,
we present a method that provides isolation in multi-touch multi-user computing
systems using OS-level virtualization and show the effectiveness of the method
with serveral experimental results. Our experimental results show that OS-level
virtualization sucessfully provides both multi-user interaction and isolation in
multi-touch devices.
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1 Introduction

As multi-user computing systems with multi-touch devices become increasingly avail‐
able, users can interact more easily in those environments [1]. In those multi-user envi‐
ronments, user isolation is important to prevent negative interferences among the users.
However, it is difficult to provide multi-user isolation in such computing systems,
because they were designed only for a single user. To support multi-user functionalities,
there are two major considerations: (1) user interaction and (2) user isolation.

First, user interaction is necessary to share data of each user. Generally, user spaces
are logically partitioned in multi-user systems, and to support user interaction in such
systems, window manager should be used [2], which is a software layer between kernel
and application, and manages window placement on the screen and provides control of
common actions (e.g., click, drag and drop). For user interaction, the window manager
exploits Inter-Process Communication (IPC) which has lower overhead than Remote
Procedure Call (RPC). However, this makes it more difficult to achieve multi-user isola‐
tion. Second, isolation of user space should be guaranteed to exclude negative interfer‐
ences among the tasks of users. To do this, previous works used full virtualization or
para-virtualization on mobile devices, desktops, and servers [3]. However, these tech‐
nologies are inappropriate for multi-user multi-touch devices, because they use multiple
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guest kernels for multiple execution environments. In these technologies, window
manager is difficult to provide efficient interactions via UNIX domain sockets. In
contrast, OS-level virtualization can efficiently support user interactions because all the
separate user spaces share only a single kernel. Moreover, it facilitates isolation by
partitioning user space with containers.

In this paper, we verify that OS-level virtualization is suitable for user isolation in
multi-user multi-touch systems. For evaluation, we performed experiments using
Docker, which is a framework based on OS-level virtualization [4]. In case of Docker,
it has some advantages: (1) there is no modification of kernel and applications, and (2)
it reduces waste of space by managing file system images via AuFS, which provides a
layered stack of file systems. Experimental results show that Docker has just 0.5 %
performance degradation, compared to native system. Furthermore, the overhead of
Docker is less than 1 % in the experiments that measure frame rates of User Interface
(UI) applications and costs of client-server communication and UNIX domain socket
communication.

The remainder of this paper is organized as follows. Section 2 discusses related work,
including window manager and virtualization technologies. Section 3 describes the
reason why it is necessary to use OS-level virtualization in multi-user multi-touch
systems. Section 4 presents experimental results. Finally, Sect. 5 concludes this paper
and describes a future direction.

2 Related Work

In this section, we describe window manager and discuss typical virtualization technol‐
ogies.

2.1 Window Manager

Window manager is a software package that manages windows on a screen and processes
user’s inputs on appropriate windows [5]. In addition, it performs not only framing
windows but also controlling user’s actions [6].

X window system is one of the standard window systems. It is based on client-server
model and handles shaping and staking of windows, which are separate spaces on a
screen. In this system, applications are connected to the server called a compositor,
which handles rendering of changed windows. Even though X is commonly used for
UNIX-like systems, it has a problem; X has become increasingly heavy, while it used
for decades [7]. In other words, it includes unnecessary functions and is difficult to apply
new technologies. In order to replace this system, many researchers have developed a
novel lightweight window system, Wayland, by removing unnecessary remote-assisted
functions and using open source API [8]. It uses the reference compositor called Weston
[9], which has the same role of the server in the X window system.
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2.2 Virtualization Technologies

To run multiple OSs on a single hardware device, virtualization technology is commonly
used. In virtualized system, since the guest OS in each virtual machine does not have
permission to directly access hardware resources, it cannot execute privileged instruc‐
tions. For this reason, hypervisor handles requests of the guest OS to mediate between
guest OS and hardware resources. In accordance with its control mechanism, virtuali‐
zation technologies can be classified into two cases: (1) platform-level virtualization
(full virtualization and para-virtualization) and (2) OS-level virtualization.

Full virtualization. Exploits either Binary Translation (BT) or hardware assistance.
BT is a software-based approach. When guest OS tries to access hardware resources
with privileged instructions, hypervisor translates the instructions and allow guest OS
to access the hardware resources, as shown in Fig. 1(a). In case of hardware assistance,
hardware such as Intel VT-x and AMD-v supports the process of translation [10].

(a) Platform-level virtualization
(full virtualization)

(b) Platform-level virtualization 
(para-virtualization)

(c) OS-level virtualization

Fig. 1. Architectures of virtualization technologies

Para-virtualization. Allows modified guest OS to directly access hardware resources
[11]. Modified guest OS translates privileged instruction into hypercall, a software trap
from guest to hypervisor, by inserting control codes in the guest OS, as shown in
Fig. 1(b). By doing so, para-virtualization reduces interference of hypervisor. So, it
outperforms full virtualization in terms of I/O performance.

OS-level virtualization. Packages several guests into containers. Guest does not have
its own kernel unlike full virtualization or para-virtualization. In other words, all the
guests share a single kernel of the host, as shown in Fig. 1(c). Since OS-level virtuali‐
zation does not have interference of hypervisor, its performance is similar to non-
virtualized system. Moreover, it consumes fewer resources compared to full virtualiza‐
tion or para-virtualization, because it has a single kernel [12].
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2.3 Case Study

Hwang et al. proposed a prototype of platform-level virtualization for Xen on ARM
CPU architecture [13]. It provides mobile phone security for high trusted computing
capability by using Xen hypervisor. In addition, it supports secure execution by classi‐
fying secure guests and non-secure guests in user mode. However, it is unsuitable for
user isolation in multi-user multi-touch devices, because para-virtualization has commu‐
nication overhead, where each guest should communicate with other guests via RPC.
Linux VServer was proposed for isolation of servers by using OS-level virtualization
technology [14]. In this system, user space is separated into Virtual Private Server (VPS)
by the container. VPS is almost identical to a real server and is able to be regarded as a
guest on the systems of full virtualization or para-virtualization. Soltesz et al. verified
the effectiveness of VServer, compared to Xen [15]. They showed that VServer provides
more efficient user isolation, in that VPS has no additional software layer such as guest
kernel.

3 Why OS-Level Virtualization is Necessary

As aforementioned in Sect. 2, virtualization technology is commonly used for user
isolation. However, both full virtualization and para-virtualization are inappropriate to
provide user interactions. In virtualized system, each guest has its own kernel, and thus
it is difficult to share data among the guests, although it is not impossible. Even if RPC
can be used for interactions such as sharing data, it has higher overhead than IPC, due
to a long communication path [16]. On the other hand, OS-level virtualization can
provide interactions among the guests by using IPC. This is because it just separates
user space into containers and makes guests share a single kernel. Thus, it can share file
descriptors and exploit shared memory. In other words, it can support both user inter‐
actions and user isolation. For this reason, OS-level virtualization is suitable for multi-
user multi-touch systems such as tabletops.

Fig. 2. Process of drag and drop

Now, let us explain the advantage of OS-level virtualization by describing the
process of drag and drop. As shown in Fig. 2, when application a gets drag event, the
application registers data source of the item at window manager. Then application b
receives the item by using the data source from window manager and processes drop
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event. These two applications can communicate with each other on a single kernel. In
this way, window manager exploits UNIX domain socket and file descriptors. Figure 3
depicts that it is possible for applications to communicate on OS-level virtualization
framework, because all the applications share a single kernel, even though they belong
to different containers that allow them to be isolated logically. In contrast to OS-level
virtualization, full virtualization does not allow applications in different guests to
communicate in the way of OS-level virtualization, as shown in Fig. 4. The reason is
that it has multiple kernels, and data source of the item in application c cannot be trans‐
mitted from guest c to guest d via UNIX domain socket. In case of para-virtualization,
it also has a number of kernels. For this reason, it is difficult to apply both full virtuali‐
zation and para-virtualization in multi-user multi-touch devices.

Fig. 3. Process of drag and drop in OS-level virtualization

Fig. 4. Process of drag and drop in full virtualization

4 Evaluation

4.1 Experimental Setup

We performed our experiments on a system equipped with Intel Core i5-3570, 4 GB of
RAM, and 1 TB Samsung HDD. We set two types of system configuration. The first
system configuration is Ubuntu 14.04 LTS with Linux kernel 3.16.0. In this environ‐
ment, we used two virtualization technologies: (1) Docker and (2) KVM with QEMU
and hardware assistance of Intel-VTx. To verify the effectiveness of Docker, we
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measured the performance with a series of common benchmarks including Sysbench,
ApacheBench, and IOzone. The second system configuration is Ubuntu 15.04 with
Linux kernel 3.19.0. We installed Wayland 1.7.0 with Weston 1.7.0 on the system and
compared Docker with native system, in terms of frame rate and costs that is incurred
by client-server communication and UNIX domain socket communication.

4.2 Experimental Results

CPU performance. We first evaluated CPU performance of each virtualization tech‐
nology by using Sysbench, which is a multi-threaded benchmark tool [17]. We
performed calculation of n prime numbers. As shown in Fig. 5, the performance of
Docker is similar to that of native system. It indicates that Docker does not have CPU
overhead for the calculation. In contrast to Docker, KVM has the performance degra‐
dation by up to 11.68 %, compared to the native system. This is because it has interfer‐
ence of hypervisor and should pass additional layers, such as guest kernels, to access
hardware resources.

Fig. 5. Comparison of CPU performance Fig. 6. Comparison of network performance

Network performance. To evaluate network performance of each virtualization tech‐
nology, we created a server on host and then sent 100 requests to the server with 10
concurrency levels by using the ApacheBench [18], which is a tool for benchmarking
Apache Hypertext Transfer Protocol (HTTP) server. We measured round-trip time,
which takes for a request to travel from an application to the server and back to the
application. As shown in Fig. 6, the performance of Docker is approximately equal to
that of native system with only 0.89 % performance degradation. On the other hand,
KVM has higher round-trip time by up to 47.32 %. The major reason is that it performs
additional processes such as a request transmission between guest and host.

Performance of file operations. We performed experiments related to the operation
of directory by using fileop, a file operation benchmark in IOzone [19]. The fileop
performs file operations such as access, chdir, stat, open, and close. In this experiment,
Docker has the worst performance as shown in Fig. 7. On average, its elapsed time is
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1.46x higher than that of native system. This is because Docker has the overhead of
namespace isolation and cgroups. However, since UI application used in multi-user
multi-touch system consists mainly of CPU-bound and network-bound tasks, it is a
negligible overhead.

Fig. 7. Comparison of performance of file
operations

Fig. 8. Comparison of frame rate of UI
application

Frame rate of UI applications. We first measured frame rate of an animation using
Presentation feedback, which delivers information of display synchronization to the
application [20]. As shown in Fig. 8, both native system and Docker have about 60 Hz
frame rate. In case of frame rate of the animation using OpenGL, Docker and native
system have 59.90 Hz and 59.98 Hz frame rate, respectively. It indicates that Docker
does not incur performance degradation for running UI applications, although user space
is partitioned with the containers.

Client-server communication. We measured round-trip time, taken for a dummy
message to travel back and forth between window manager and application in a
container. For comparison, we used Weston-simple-shm, which is one of the UI appli‐
cations in Weston. As shown in Fig. 9, Docker has higher round-trip time by up to 2.55 %,
compared to the native system. It implies that there is little overhead of communication
between window manager and an isolated application.

UNIX domain socket communication. To evaluate communication costs between
two applications, where one is in a container and the other is not, we set up request size
as 10 bytes and then sent 1,000,000 requests by using UNIX domain socket in Wayland
(/tmp/wayland-0). As shown in Fig. 10, total execution time of Docker has delays of
only 0.01 s. In other words, applications inside and outside containers can communicate
with each other by using UNIX domain socket without overhead.
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Fig. 9. Comparison of communication costs
between window manager and application

Fig. 10. Comparison of communication costs
between applications

5 Conclusion

In multi-user multi-touch systems, user interaction and user isolation should be carefully
considered for collaboration of users and tasks and prevention of interferences between
tasks. However, since full virtualization and para-virtualization have communication
overhead between kernel and applications, OS-level virtualization can be more appro‐
priate candidate for multi-user environment. Moreover, it guarantees user isolation by
partitioning the user space into containers.

In this paper, we verified the effectiveness of Docker, which is based on OS-level
virtualization, in terms of system performance and window manager operations. To
compare Docker with native system and KVM, we performed experiments by using
some common benchmarks, such as Sysbench, ApacheBench, and IOzone. Experi‐
mental results show that Docker has little performance degradation, despite over‐
heads of namespace isolation and cgroup. Moreover, the performance of Docker is
nearly equal to that of native system in the experiments that measure frame rates of
UI applications and costs of client-server communication and UNIX domain socket
communication. Therefore, we demonstrated that Docker is greatly appropriate for
multi-user multi-touch systems, when we consider system performance, user inter‐
action, and user isolation.

In future work, we will perform additional evaluation including Xen, which make
use of para-virtualization, and then compare it with native system, Docker, and KVM.
In addition, we will evaluate the performance of Docker by applying it to a practical
device for multiple users and multiple applications.
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