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Abstract. We propose a new method to adaptive object detector is to incor-
porate the scene specific information without human intervention to reach the
goal of fully autonomous surveillance where the focus is on developing adaptive
approaches for object detection from single and multiple stationary cameras that
are able to incorporate unlabeled information using different types of context in
order to collect scene specific samples from both, the background and the object
class over time. The main contributions of this paper tackle the question of how
to incorporate prior knowledge or scene specific information in an unsupervised
manner. Thus, the goal of this work is to increase the recall of scene-specific
classifiers while preserving their accuracy and speed. In particular, we introduce
a co-training strategy for classifier grids using a robust on-line learner. The
system runs at 24 h per day and 7 days per week with 24 frames per second on
consumer hardware. Our evaluation show high accuracy on both synthetic and
real test sets. We achieve state of the art in our comparisons with related work
and in the experimental results these benefits are demonstrated on different
publicly available surveillance benchmark data sets.

Keywords: Context-based learning � Classifier grids � Object detection �
Online learning

1 Introduction

Robust learning interactive object detection has applications including surveillance
intelligence systems, computer vision, gaming, human-computer interaction, security,
and even health-care. One main challenge of incorporating unlabeled information is to
preserve the long-term robustness of object detection, which is a major requirement for
real-world applications. With the increasing number of surveillance cameras the need
for autonomous visual surveillance systems is increasing tremendously. One of the first
steps towards autonomous visual surveillance is object detection. The main focus of
this research is on object detection from static cameras with specific emphasis on the
applicability to real-world environments. To deal with changing environmental con-
ditions which usually occur in real-world environments an adaptive object detector is
required. To ensure robust object detection without the need for human intervention we
develop different approaches which allow for robustly incorporating scene specific
information. Context could help to limit appearance changes and thus scaling down the
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training set. It is well known that context plays a very important role, e.g., exactly the
same image patch can be interpreted very differently depending on its embedding in the
world [21].

A generic object detector tries Fig. 1. Having access to a large data-stream and
using various types of context (e.g., scene knowledge) our approach continuously
updates an specific object detector. to solve just the ill-posed problem of detecting the
object of a class in any context [22]. Hence, generic detectors often fail in real world
scenarios. In many application scenarios the detection problem would be far simpler.
For example, in a 24/7 surveillance scenario the camera is often static and focuses
always on one and the same scene. Further, there is a continuous data stream providing
a huge amount of (unlabeled) data which should be explored for (i) improving
detection results as well as (ii) speeding up the detection process. One simple way to
benefit from the static camera is to incorporate information about the particular scene
(e.g., using a ground plane to limit the size of persons). However, such information
usually helps only to reduce the number of false alarms (e.g., [10]). In order to increase
also the detection rate, on-line methods adapting to a particular scene have been
investigated (e.g., [18]). These methods focus on solving the object detection task in
the particular scene and take advantage from the continuous incoming data stream. In
fact, these approaches use context (scene knowledge) already in the training process
and not just as post-processing. Therefore, on-line unsupervised learning methods are
usually used to continuously adapt the model. The main problem, however, is to
robustly include the new unlabeled data. If the data is wrongly interpreted, the per-
formance of the detector will be reduced. In other words, the detector might drift and
would end in an unreliable state. The most prominent approach is to apply a sliding
window technique [6–8, 16]. Each area of the image of a certain image is tested
whether it is consistent with a previous estimate model or not, and finally all the images
matching the notice results. Typically, the goal of this approach is to develop a general
model in which can be applied to all possible scenarios, and the problem of detecting

Fig. 1. Proposed approach of context-based classifier grids. 3D Context: A homography, maps a
point on the ground plane from one view to another. The unlabeled large data-stream is analyzed
and scene specific positive and negative samples are collected for continuously updating the
classifiers, i.e. a local grid detector and using various types of context.
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various objects [7, 8, 12]. However if trained from a very large number of training
samples for the detection of common objects (“broad application”) often fail in specific
situations. Because not all change, especially for coverage negative (e.g., all objects can
be the background image), can be obtained results with performance and low accuracy.
Assuming a fixed camera, which is a reasonable constraint for most applications, using
information specific circumstances may help reduce the number of objects are detected
[10]. To further improve the results of the classification of the classification on the
specific object can be applied, designed to solve a specific task (for example, detecting
objects for a set specific). In fact, the training of classification needs few training data is
necessary and for a specific problem which we often better for accuracy and efficiency
[13, 18, 19]. The method of detecting objects using traditional models and use the
sliding window search object [1–5] then it is usually done coaching a single classifi-
cation used to detect or identify the object on the whole picture. Therefore, the model
of offline learning will encounter the following problems: Firstly, to establish a clas-
sification in the offline model of traditional learning (such as SVM, Boosting, neural
networks,…) collective training samples must be prepared in advance, can call sample
data is big problem depending on the application (several thousand samples). This
makes labor expensive and time consuming sample preparation. Additionally due to the
sample preparation prior to the application on the new scene to detect objects they can
not promote efficiency, want effective it must retrain for new or updated models added
adapt the template in this new context. Thus to access online learning. Secondly, after
the training is completed the classification exam to detect objects, the classification
must perform a search greed from above, from left to right, with all positions and
different size search of objects not only on the current image frame in which the entire
frame sequence of images. Thus, the complexity of the detection object will increase.
Thirdly, usually to extract characterizing select training samples, the system only uses a
specific method chosen only deduct certain to form. Therefore, can choose specific
extraction method suitable for this kind of data, but may not be the best fit with other
data types and in many different problems, but mostly for a particular problem dirty.
Characteristics such as geometry, movement of objects, objects change shape, color,
texture, and features can quickly calculate matching problem in real time. Therefore,
the research to be able to use multiple methods to detect specific selected data in the
same form and thus allows the selection of a specific type best characterized of the sort
used for system is a matter of concern and this is the approach in this research. In this
research, we used 03 extracted choose specific methods wavelet Haar, a local binary
pattern, and chart directions simultaneously and choose Gradient method to suit each
school model in which the estimated error the smallest model selected. Finally, a
problem encountered in the detection methods and update the wrong object is detected
errors and omissions objects here’s the problem is many researchers focus on finding
solutions to improve the ratio object detection system. The approach of this paper is
also aimed and basic goals and overcome these drawbacks. Therefore, we develop
different approaches that allow incorporating scene specific information for object
detection and tracking in static camera setups. This allows adapting to specific scenes,
which is beneficial in both single and multiple camera setups.

The rest of the paper is structured as follows. First, in Sect. 2, we mention issues
related research recently. Next, we consider the idea of learning classifier grids in
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Sect. 3. We give an empirical evaluation of the approach experimental evaluation and
results in Sect. 4. Finally, we summarize and conclude the research in Sect. 5.

2 Related Works

To improve the strength of classification and continue to reduce the number of training
samples of a classification adaptive use online learning algorithms can be applied [11,
16, 18]. Therefore, the system can adapt to the environmental changes (e.g. change of
light conditions) and changes without the need to handle by the original model. In fact,
in this way the complexity of the problem is reduced and the classification can be more
effective training. The adaptive system has a drawback: the new data has not been
labeled will be included in a model has been built. This approach typically self trained
[14, 17], training and [4, 13], semi-supervised learning [8] or the app itself sample data
generated during training [16]. The semi-supervised method, often used by combining
the information given and explores new models from available data to form a set of
classification. Self-training method or training Frequent synchronization constraints
theory of constraints can not be guaranteed in practice or is based on the feedback of
the current classification, classification results both unnecessary trust. The classification
more effectively avoid the above problems can be trained to use the classification grid
[9, 20]. In contrast with sliding window technique, in which a classifier can be
quantified with different positions on the image, the main idea of the classification grid
is coaching the separate classification for each different location of image. Thus, the
complexity of the classification task was handled by a single classification so com-
plexity is significantly reduced. Each classification is only able to distinguish the object
to be detected from the background in a particular location in the image. Using the
classification system online that can adapt to changing environmental conditions,
further reducing the complexity of the classification. Adaptive approach, in general,
enjoy problem affecting lost or missing information, for example, due to wrong system
update start learning something completely different performance degradation of
classification. To avoid this problem in the classification grid [20] have adopted
strategies fixed update. Special sampler for updating the classification grid is generated
from the corresponding area of the image, while positive samples are trained before and
immobilized. This updated strategy to ensure stability in the long run, that is classified
is not degraded. In fact, the classification has been chosen the wrong sample labeling
update may restore a certain amount of time, this problem we call the short term lost.
This could be the case if an object remains in the same place in a longer period of time
determined in advance and background information used as samples of audio classes.
In this research, we solve the problem of missing object detection in continuous data
sequence by combining information temporarily and replace the updated strategy fixed
by an adaptive combination between sets classification has been chosen in advance as
an initial knowledge of the classification grid adapted, using the classifier is trained
beforehand to verify the model before performing the update for each classification unit
in net. The experimental results clearly show the benefits of the proposed approach.
Especially considering approaches have no moving object can be significantly better
handling, increased both in terms of both accuracy and performance of the classifier.
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3 Classifier Grids Learning

The main challenge of adaptive object detectors is to incorporate scene specific unla-
beled information, which allows for adapting the detector to new environmental con-
ditions in a robust manner without human intervention. In the following, we review the
ideas of classifier grids and learning, which build the base for the proposed approach.

3.1 Classifier Grids

The main concept of classifier grids [9] is to sample an input image by using a highly
overlapping grid, where each grid element i (i = 1,..., N) corresponds to one classifier Ci.
This is illustrated in Fig. 2. To reduce the number of classifiers within the classifier grid
the ground-plane is pre-estimated. Thus, the classification task that has to be handled by
one classifier Ci can be drastically reduced, i.e., discriminating the background of the
specific grid element from the object-of-interest. To further reduce the classifiers’
complexity and to increase the adaptively, on-line learning methods can be applied,
where the updates are generated by fixed rules. For positively updating a grid classifier
Ci a fixed pool of positive samples is used; the negative updates are generated directly
from the image patches corresponding to a grid element. In general, for estimating the
grid classifiers any on-line learning algorithm can be applied, however, on-line boosting
has proven to be a considerable trade-off between speed and accuracy [15]. The goal of
classifier grids is to further reduce the complexity of the task by training a separate
classifier for each position within the image. Using a separate classifier for each position
within the image significantly simplifies the problem. In this way, classifier grids follow
the, in computer science well-established, divide and conquer paradigm, where the
problem is broken down until the sub-problems become simple enough. Afterwards, the
solutions to the sub-problems are combined to solve the original problem. Classifier
grids divide each input image into a highly overlapping set of grid elements (regions),
where each of the grid elements corresponds to one sub-problem of the whole object
detection problem which is solved by a separate classifier. This is visualized in Fig. 3(a).
The classifiers within the classifier grid can profit from simplifying the problem to
discriminate between the object of interest and the background at one specific location
within the image. The reduces variability at one specific location within the image

(a) (b)

Fig. 2. Classifier Grids. (a) The main idea of classifier grids follows the divide and conquer
principle. The image is divided into highly overlapping grid elements (regions), where each grid
element. (b) The classifier grids on the left side are updated using labels generated by a second
independent co-trained classifier evaluated on the background subtracted image.
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allows for using less complex and compact on-line classifiers, which can be evaluated
and updated efficiently and further reduces the number of false alarms. Hence, in con-
trast to standard sliding window approaches which have to evaluate different scales at
every position in the image, the use of scale information can significantly reduce the
number of classifiers within the classifier grid. The number of classifiers within the
classifier grid can be defined by an overlap parameter. There is always a trade-off
between run-time and performance of the classifier grid object detector.

3.2 Learning for Classifier Grids

During the initial stage our system is trained in a co-training manner as shown in Fig. 3.
Given n grid classifiers Gj operating on gray level image patches Xj and one compact
classifier C operating in a sliding window manner on background subtracted images
B. To start co-training, the classifiers Gj as well as the classifier C are initialized with
the same off-line trained classifier (see Algorithm 1). The classifiers within the classifier
grid Gj and the classifier C operating on the background subtracted images co-train
each other. A confident classification (no matter if positive or negative) of a classifier
Gj is used to update the classifier C with the background subtracted representation at
position j. Vice versa, a confident classification of classifier C at position j generates an
update for classifier Gj. The off-line trained prior information already capturing the
generic information causes a small number of updates to be sufficient to adapt the
classifiers to a new scene. The update procedure during the initialization for a specific
grid element j is summarized in Algorithm 1.

(a)

(b) (c)

Generative Model
for Background

Generative Model
for Object-of-Interest

Discriminative Model
on Feature Level

Fig. 3. (a) The grid-based classifiers can be interpreted as a combination of two generative
models, one describing the back ground and one describing the object of interest, which are
combined to a discriminative model at feature level by linking off-line and on-line boosting.
(b) Co-grid initialization stage: the grid classifiers on the left side are co-trained with an
independent classifier operating on the background subtracted image on the right side.
(c) Co-grid detection stage: the classifier C is used as an oracle to perform positive as well as
negative updates of the classifiers within the classifier grid. Positive updates are spread to all
classifiers in the grid whereas negative updates are performed for a particular classifiers in grid.
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Detection Stage: After the initial stage, as described above, the classifier C operating
on the background subtracted images is no longer updated and is applied as an oracle to
generate new positive and negative samples as illustrated in Fig. 3. In combination with
our robust learning algorithm this oracle can now be to replace the fixed update rules.
Moreover, we perform negative updates for the classifiers Gj only if they are necessary,
i.e., if the scene is changing. Even if the oracle classifier C has a low recall, the
precision is very high. Thus, only very valuable patches are used to update the classifier
Gj, which leads to an increasing performance of the classifiers within the classifier grid.
In particular, a confident positive classification result of classifier C at position j gen-
erates an update for all classifier Gj, j = 1,..., n in the classifier grid. In this way new
scene specific positive samples are disseminated over the whole classifier grid.
Negative updates are performed for classifiers Gj if there is no corresponding detection
reported at this position for classifier C. The update procedure during the detection
phase for a specific grid element j is summarized in Algorithm 2.

4 Experimental Evaluation and Results

In the following, we demonstrate our approach on different publicly available datasets for
multi-camera person detection. We first describe our experimental setup and evaluation
methods used and then evaluate our approach on two different datasets. To demonstrate
the benefits of the proposed approach, we conducted two experiments (person object).
We selected some of the data is publicly available for research to quantify the results to
conduct experiments. From these experiments the benefits of the proposed approach is
obvious. For the experiment of detecting pedestrians, we use the classification of 20 of
selectors, each selector has 10 weak classifiers. For detecting person experiment we used
the classification of 50 of selectors. each selector has 30 weak classifiers. When the
classification we use simple decision tree than on the response characteristics Haar- like.
To increase the solidity of the negative samples updates, we collected four background
images overlap activities four different time periods.
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4.1 PETS Dataset

In this experiment, we used a series of publicized PETS 2006 data includes 308 frames
(720 × 576 pixels), including 1,714 pedestrians. We compare our approach with other
advanced methods, namely the object model deformation Felzenszwalb et al. in 2008
(FS) [7] and the approach chart of Dalal Gradients and Triggs 2005 (DT) [5]. Both
methods use fixed classifier was trained offline and is based on the sliding window
technique. In addition, we compare our approached at classifier grids and compare with
the approach of Roth et al. in 2009 (CG) [20]. The results of the Pet dataset is shown in
Fig. 4 and Table 1. Illustrated object detection is shown in Fig. 6(a).

4.2 CAVIAR Dataset

Datasets Caviar show a corridor in a shopping center from two different angles. First
corner side of the corridor, the second corner of the face directly. Because we are
interested in the process of discovering who the percentage change should we focus on
first dataset. Data may or JPEG and MPEG resolution is 384 × 288. For our experi-
ment, we choose a fairly complex data set to assess the ShopAssistant2cor because it
contains a large number of pedestrians (e.g. 1265). There are 370 frames with size
384 × 128 image. To conduct experiments with the approach based on the classification
of cells in the data sets Caviar, the following parameters are initialized: the image size:
32 × 64. The selectors used to train online for classifiers is: 10. Number of weak
classifier of a selector is 20. The results of the Caviar dataset is shown in Fig. 5 and
Table 2. Again it can be seen that the detection adaptive grid (CG-OOL) better than the
generic object detection (HOG-DT and DPM-FS), especially Recall. Results illustrated
object detection is shown in Fig. 6(b).

Fig. 4. Recall-precision of Pet dataset.

Table 1. The Recall and Precision Comparison

Methods Comparison
Recall Precision F-Measure

Felzenszwalb
and el.

0.74 0.89 0.79

Dalal and Triggs 0.51 0.88 0.66
Roth and el. 0.80 0.81 0.80
Our proposed 0.88 0.99 0.92
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5 Conclusion

We developed a approaches to incorporate this information based on the idea of
classifier grids. Classifier grids divide the input image into highly overlapping grid
elements, where each grid element contains its own classifier. Based on the idea of
classifier grids learning strategies. To allow for incorporating both, scene specific
object information as well as scene specific background information we propose a
co-training related approach for the classifier grids, i.e., classifier co-grid. In combi-
nation with our robust learning algorithm this allows for incorporating unlabeled
information from the scene but still preserving the reliable labeled information. This
approached aim to preserve long-term stability, which is given by either using specific
update strategies or by using our robust learning algorithm. We demonstrate the
long-term stability of the proposed approaches empirically by evaluating them on a
real-world surveillance scenario, where a corridor in a public building is monitored
over one week and object detection is performed. Even though the whole approach is

Fig. 5. Recall-precision of Caviar dataset

Table 2. The Recall and Precision Comparison

Methods Comparison
Recall Precision F-Measure

Felzenszwalb
and el.

0.62 0.90 0.74

Dalal and Triggs 0.41 0.91 0.57
Roth and el. 0.78 0.87 0.82
Our proposed 0.92 0.93 0.92

(a) (b)

Fig. 6. (a) Illustrative detection results of person detector for the Pet Sequence. (b) Illustrative
detection results of person detector for the Caviar Sequence.
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updated without supervision, the robustness is preserved. The experimental results,
demonstrating against the problem with different objects, clearly shows that very good
results detected with high precision, while ensuring that it can perform online, adapting
with many environmental and drifting problem detection system for short-term per-
formance improvements explicit.
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