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Abstract. Online social network today is an effective media to share
and disperse tons of information, especially for advertizing and market-
ing. However, with limited budgets, commercial companies make hard
efforts to determine a set of source persons who can highly diffuse infor-
mation of their products, implying that more benefits will be received. In
this paper, we propose an algorithm, called community centrality-based
greedy algorithm, for the problem of finding top-k influencers in social
networks. The algorithm is composed of four main processes. First, a
social network is partitioned into communities using the Markov cluster-
ing algorithm. Second, nodes with highest centrality values are extracted
from each community. Third, some communities are combined; and last,
top-k influencers are determined from a set of highest centrality nodes
based on the independent cascade model. We conduct experiments on
a publicly available Higgs Twitter dataset. Experimental results show
that the proposed algorithm executes much faster than the state-of-the-
art greedy one, while still maximized nearly the same influence spread.

Keywords: Social network · Community detection · Node centrality ·
Influence maximization · Influencer

1 Introduction

During the past decade, social network has played an important role as a virtual
community where people with common interests can connect to share informa-
tion, ideas, or even their thoughts. Though this network, commercial companies
can gain a lot of benefit by a mechanism of spreading information about their
products (or services) from one person to others, called word-of-mouth market-
ing. However, with the limited budget (say, k pieces of the sample product), the
companies need to make an attempt to determine a set of source persons who
can diffuse information to their friends in a social network as many as possible,
so that the number of persons adopting the product is maximized. This effort
has been introduced as the influence maximization problem [5], and those source
persons are called the influencers.
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To simulate the mechanism of influence propagation, two models are formally
introduced according to a stochastic cascade model [8], named the independent
cascade model (ICM) and the linear threshold model (LTM). Since a social net-
work, by nature, is very large, developing an efficient algorithm to find top-k
influencers is not trivial. Kempe et al. [8] have proven that the optimization
of influence maximization is NP-Hard. They then suggest applying the greedy
approach and have shown that the optimal solution can be approximated. How-
ever, their algorithm still takes much time. Recent studies have been proposed
algorithms for efficiently maximizing influence in several ways, for instance, by
enhancing the naive greedy version [1,11], by employing the centrality heuris-
tics [1,2,9], and by applying graph clustering or community-based detection
[3,6,10,12].

In this paper, we propose an algorithm applying community detection tech-
nique (i.e., the Markov clustering [14]) before determining top-k influential nodes
in social networks. The key contributions of our approach are as follows.

– We define a social network as a weighted directed graph constructed from a
combination of topological graph (i.e., relationship such as friendship in case
of Facebook or following in case of Twitter) and interaction one (e.g., wall
posting, user tagging, commenting, liking, and sharing in case of Facebook; or
tweeting, mentioning, replying, favoriting, and retweeting in case of Twitter).
The difference from other community-based approaches is that those existing
ones concentrate on the former type of graph only.

– We employ various node centrality heuristics: in-degree, out-degree, between-
ness, and closeness, in the analysis.

The remainder of this paper is organized as follows. Section 2 briefly men-
tions to some studies related to ours. Section 3 details the proposed commu-
nity centrality-based greedy algorithm. Section 4 reports performance evaluation.
Finally, Sect. 5 concludes the paper.

2 Related Work

Motivated by marketing applications, the influence maximization problem in
social networks is first investigated by Domingos and Richardson [5]. Later,
Kempe et al. [8] formulate it as a discrete optimization problem. They show
that the optimal solution is NP-hard, and present a greedy algorithm (GA) that
guarantees the influence spread within (1 − 1

e ) of the optimal solution. How-
ever, their algorithm is very slow in practice and not scalable with the network
size. Leskovec et al. [11] and Goyal et al. [7] propose CELF and CELF++ algo-
rithms, respectively. Both are relied on the lazy-forward optimization that uses
the submodularity property to reduce the number of evaluations on the influ-
ence spread of nodes. Although the algorithms significantly speed up the greedy,
they still cannot scale to very large networks. Chen et al. [1] propose two faster
greedy-based algorithms: NewGreedy and MixedGreedy. The main idea behind
the former is to reduce the original social graph into a smaller one by removing
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edges that tend to have no contribution on information propagation, while the
latter is a combination of NewGreedy and CELF. That is, its iterative compu-
tation employs NewGreedy at the first round and CELF for the rest rounds.

Centrality heuristics also have been proven to be an efficient alternative for
maximizing influence spread in social networks. The most classic approach is
the degree centrality heuristic [16]. The key concept is that a user having a lot
of connections (i.e., friends) tends to highly influence others and thus should
be selected as an influential candidate seed. Based on such intuition, the degree
centrality heuristic selects k nodes that have the highest degree. Chen et al. [1]
propose the degree discount heuristic based on general idea that if one node is
considered as seed, then the links connecting with the node will not be counted
as a degree of the other nodes. Thus, when considering the next influential node,
a node with the highest degree after the discount is selected as a member of
the seed set. This procedure will be repeated until the first k highest degree
seeds are selected. Lastly, Chen et al. [2] use the eigenvector centrality heuristic
to select influential nodes based on their PageRank value [13]. That is, when a
social network is represented as a transitional matrix, a PageRank value for each
node is first calculated. Then, the k nodes with the highest PageRank values are
selected as seeds.

Recently, community-based greedy approaches are introduced in several stud-
ies; but, we will mention to some of them here. Most algorithms formally consist
of two phases: a graph partitioning and an influence examining on each partition.
Wang et al. [15] propose the community-based greedy algorithm (CGA) which
first detects communities in a social network by taking into account information
diffusion. Then, top-k influential nodes are selected and examined from those
communities using a dynamic programming to speed up the computation. Kim
et al. [10] propose the variations of a Markov clustering-based algorithm that
first partition a network and consider most k influential candidates in those com-
munities. Afterwards, an attractor identification procedure is performed again to
find the influencers. Similar to their work, based on the community structure of
the network, our community centrality-based greedy algorithm proposed in this
paper also employs the Markov clustering. However, the main differences are
that (1) top-k candidates are selected from each community using several node
centrality heuristics, and (2) a community combination is performed by grouping
some very small and dispersed communities to produce more proper ones.

3 Community Centrality-Based Greedy Algorithm

Given a social data—Twitter in our case study, the network is represented by
a weighted directed graph G = (V, E ,W), where V is a set of nodes, denoted
individuals. E is a set of edges, referred to reverse direction of followings, identical
direction of interactions, or both; for example, if a person v has followed a person
u, then an edge e(u, v) is defined. W is a set of normalized weights assigned on
each edge, determined by both topological structure and interactions. Let ruv be
a topological indicator, assigned to either 1 if v has followed u, or 0 otherwise;
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and let iuv be the number of interactions that u has acted to v. Then, a weight
wuv assigned on e(u, v) is defined as:

wuv = ω
ruv∑

∀x∈V rxv
+ (1 − ω)

iuv∑
∀x∈V iux

,

where ω is a pre-defined coefficient determining the effect of topological graph
and interaction one. For example, suppose that a person v has followed three
persons, including u; whereas the person u has two followers in total, i.e., v
and x. If u has publicly tweeted thrice and also directly mentioned to v twice,
implying that the actions from u may influence v and x with five and three
attempts, respectively. Then, a weight value of ω( 13 ) + (1 − ω)( 5

5+3 ) is assigned
on the edge e(u, v). Note that, in our experiments, we simply set ω by a uniform
value (i.e., 0.5).

First of all, an important concept employed in most greedy-based approaches
for the independent cascade model is that a node u is said to influence a node
v if the node u attempts to activate the node v so that v becomes active from
inactive. This activation must be success at least R/2 times out of R simulations
of the diffusion process. In addition, the ability that the node u can influence
the node v depends on the weight from u to v.

We now propose the community centrality-based greedy algorithm (CCGA).
The algorithm workflow, depicted in Fig. 1, is composed of 4 main modules: com-
munity detection, centrality analysis, community combination, and influencer
identification, respectively.

Fig. 1. The community centrality-based greedy workflow.

(1) Community Detection: The main idea of our method is to first partition a
large network into communities, and then a number of influential candidates are
examined from each community. Fortunately, most community detection algo-
rithms rely on the intrinsic property of social networks, i.e., individuals grouped
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together into a community will interact with each other more frequently than
with those outside the community. So that, within a community, they are more
likely to influence each other, in contrast to individuals across communities. This
property suggests a good approximation task for choosing and examining influ-
encers only within communities instead of the entire network, in order to reduce
the computational time.

In CCGA, the original social network is partitioned based on the topolog-
ical structure into several communities, referred to C = {C1, C2, . . . , Cn}, using
the Markov clustering [14]. Markov clustering (MCL) is an attractive algorithm
adopted in many domains since it divides the network without requiring the num-
ber of communities as an input parameter. The algorithm assumes that there
exist communities in a network, and takes a random walk approach to cluster-
ing. That is, a random walk through the network will result in longer time spent
walking within a community, and less time spent traveling along edges joining
two different communities. Thus, MCL uses such intuition and groups nodes
whose random walker stops at the same node.

(2) Centrality Analysis: In the graph theory, node centrality can heuristically
be identified as the most important vertices in a graph. We then apply this
centrality concept in a social network to determine a number of individuals with
the highest centrality values (i.e., top-k) from each community, and mark them
as the influential candidates. Furthermore, four criterions of centrality analysis
are employed in this paper, including:

– In-degree centrality – A simplest analysis measures a node importance by
counting the number of ties directed to that node. In other words, the in-
degree centrality can be interpreted as a form of node popularity. Suppose
a node u belongs to a community Ci. Then, the in-degree centrality of u is
defined as:

ϕI(u) = |{(v, u) : ∀v ∈ Ci}|.
– Out-degree Centrality – In contrast to in-degree, the out-degree analysis mea-

sure a node importance by counting the number of ties that the node directs
to others. Thus, the out-degree centrality can be interpreted as a form of
node socialness. Similarly, if a node u belongs to a community Ci then the
out-degree centrality of u is defined as:

ϕO(u) = |{(u, v) : ∀v ∈ Ci}|.
– Betweenness Centrality – A betweenness of a node is defined as the number

of pairs of individuals would have to go through that node in order to reach
one another with the minimum number of hops. Consider a community Ci, if
we let σst be total number of shortest paths from a node s to a node t within
Ci, and σst(u) be the number of those paths that pass through the node u.
Then, the betweenness of u is defined as:

ϕB(u) =
∑

∀s,t∈Ci:s �=t�=u

σst(u)
σst

.
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– Closeness Centrality – A closeness of a node is defined as the length of the
average shortest path between that node and all others in a connected net-
work. Thus, the more central a node is, the lower its total distance from all
other nodes. Let d(u, v) be the distance from a node u to a node v within a
community Ci. Then, the closeness of u is defined as:

ϕC(u) =
(∑

∀v∈Ci:v �=u d(u, v)
|Ci| − 1

)−1

,

where |Ci| denotes the number of nodes existing in Ci.

(3) Community Combination: Since the MCL algorithm sometimes generates
too many small and dispersed communities, finding influential nodes within those
small communities may lead to get useless results. To avoid this problem, the
community combination module is introduced to merge some communities in
order to produce more proper ones.

Suppose that we have already partitioned a network into n communities, and
top-k influential candidates are chosen from each community. Here, we hypoth-
esize that if any two candidates belonging to two different communities are
connected (i.e., via either topological structure, interaction, or both), then those
communities should be merged together. Mathematically, we let Ii and Ij be a
set of k candidates with the highest centrality values extracted from individual
communities Ci and Cj , respectively. Both Ci and Cj will be further combined if
an edge e(u, v) or e(v, u) exists in the social network G, where u ∈ Ii and v ∈ Ij .
Recall that the node centrality value can be defined as one of the above four
criterions.

(4) Influencer Identification: After we obtain the final communities, the influ-
encer identification module aims to find top-k influential nodes over the entire
network. More precisely, the top-k candidates are chosen again from each com-
munity using the same centrality criterion, and later collected them together as
a candidate set D. Then, we employ the independent cascade model (ICM) [8]
to simulate the influence propagation. Based on the iterative greedy-based com-
putation, the number of activated nodes (i.e., influence spread) is obtained by
examining each combination of candidates in D. Finally, a combination of k can-
didates with most corresponding influence spread is returned from the algorithm
as the first k influencers.

The proposed CCGA is outlined in Fig. 2. The algorithm first detects commu-
nities using MCL (line 1). Then, some communities are combined with respect
to connections between centrality nodes (line 2). At lines 3–7, all top-k influen-
tial candidates are collected from each community obtained after the combina-
tion process. Statements at lines 8–18 perform the greedy-based ICM for find-
ing the most k influential nodes from all candidates. Given a random process
RanCas(), in each round i, the algorithm selects a node v (line 10) such that
this node together with the previously selected ones in the set S maximizes the
influence spread (line 17). In other words, the node v is selected and further
included in S as it can maximize the incremental influence spread in this round.
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Algorithm: CCGA

Input: network G = (V, E ,W), size of results k
Output: set S denoted the top-k influencers

1: C ← CommunityDetection(G)
2: C ← CommunityCombination(C, k)
3: D = ∅
4: for i = 1 to |C | do
5: Ii ← CentralityDetection(Ci, k)
6: D = D ∪ Ii

7: end for
8: S = ∅,R = 20000
9: for i = 1 to k do

10: for each node v ∈ D \ S do
11: sv = 0
12: for j = 1 to R do
13: sv+ = |RanCas(S ∪ {v})|
14: end for
15: sv = sv/R
16: end for
17: S = S ∪ {argmaxv∈D\S(sv)}
18: end for
19: return S

Fig. 2. The community centrality-based greedy algorithm.

However, to ensure the influence spread of S ∪ {v}, the RanCas() process is
repeated R times, and the values of those spreads are then averaged (lines 11–
15). Finally, the algorithm is terminated by returning k selected influencers in
S at line 19.

4 Experiments

4.1 Experimental Setup

We conducted experiments to evaluate the effectiveness and efficiency of the pro-
posed CCGA, compared with the state-of-the-art greedy algorithm (GA) [8] and
NewGreedy [1]. We used a dataset excerpted from the publicly available Higgs
Twitter dataset [4], which contains 19,483 individuals and 393,136 connections
including topological relationships and interactions.

All the experiments were conducted on a server with 2.4 GHz Intel Xeon 8-
Core CPU and 32 GB main memory, running Centos/7.0 operating system. The
programs were coded using JAVA language.

4.2 Evaluation Metrics

We evaluate the effectiveness of an algorithm in term of the influence degree,
i.e., the proportion of active nodes to the entire ones in a network. Let S be the
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initial set of influencers, and VS be the set of nodes influenced by S during the
information diffusion process. Then, the influence degree of set S is calculated as:

A(S) =
|VS |
|V| .

To evaluate an efficiency of the algorithms, we measure it in term of the
running time spent during the information diffusion process. However, for fair-
ness comparisons, we therefore report the time consumed by CCGA in total,
including all four processes as described in Sect. 3.

4.3 Results

Figures 3 and 4 report experimental performances in term of the influence degree
and the running time for each individual parameter k, respectively. Notice that,
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in Fig. 4, we excerpt the curves to show only at most 10,000 s for clear comparison
reason.

As it can be seen from the results, all variations of CCGA (except CCGA in-
degree) can produce the influence degree closed to GA and NewGreedy while
consume significantly lower time, indicating that they are quite effective and
indeed efficient. Although CCGA in-degree tents to spend the lowest time as k
increases, it results the lowest influence degree. Consequently, CCGA out-degree
seems to be the best one since it can produce quite high influence degree and
takes the second lowest time.

5 Conclusion

In this paper, we investigate the problem of influence maximization. We propose
four variations of community centrality-based greedy algorithm. The experimen-
tal results show that our algorithms not only can execute much faster than the
state-of-the-art greedy and NewGreedy algorithms but also still provide nearly
the same effectiveness in influence spread.

For the future work, we anticipate to explore other graph-based clustering
algorithms to detect the communities. We also interest to experiment with other
social network datasets derived from Facebook, Google+, etc. To accelerate the
running time of influence maximization, we plan to extend our algorithm in a
parallel computing environment.
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