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Abstract. There are two primary approaches to collaborative filtering:
memory- based and model-based. The traditional techniques fail to inte-
grate with these two approaches and also can’t fully utilize the tag fea-
tures which data contains. Based on mining local information, this paper
combines neighborhood method and matrix factorization technique. By
taking fuller consideration of the tag features, we propose an algorithm
named LTMF (Local-Tag MF). After the real data validation, this model
performs better than other state-of-art algorithms.

1 Introduction

As one of the two main collaborative filtering techniques, memory-based method
is to calculate the similarity to find the neighbors of users or items and produce
clusters to complete the recommendation. The model-based method typically
adopts the view called latent factor model, which assumes that the users or
items are composed of latent factors. By extracting the latent factor from user
vector or item vector through mathematic method, we can find the user with
matching items to complete the recommendation.

Traditional memory-based model and model-based method barely can be
combined. Moreover, most algorithms do not fully consider tags, which can
aggravate the sparsity problem of rating matrices. Also, without fully using
the tags, it will result the “cold starting” problem. We must explore the local
structure and similarity to analyze the connections between data that not
explicit annotated. [1] considered the tag features, and [2] introduced the mix-
recommendation. However, these new techniques still fail to fully take account
of data?s potentials and latent information.

This paper takes full account of data information, builds model from two
sides. First exploring the implicit local structure by clustering algorithm, then
making use of data tags to build new matrices. At last, we propose LTMF model
which is better than above.

2 Related Work

There are many mature research about latent factor on collaborative filter-
ing. Memory- based algorithm [3,4] mainly calculated the similarity between
users and articles and then predict the missing values based on the existing
rating matrices. [5] made a further study on sparse matrix completion algo-
rithm. [6] proposed some methods consider KNN to this kind of problem. Among
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model-based algorithms, [7] made an improvement on SVD which is called LFM
algorithm and applied it on collaborative filtering. [8] proposed PMF by adding
probabilistic dimension into LFM.

2.1 Probabilistic Matrix Factorization

The framework of PMF algorithm is shown as formula 1:
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N(x|μ, σ2) denotes Probability Density Function of normal distribution with
μ as the mathematical expectation of rating matrix and σ2 as the variance. IRu,i
is the indicator that equals to 1 if user u rated item i and equals to 0 otherwise.
Formulas 2 and 3 assume that the mathematical expectation of user and item is
0, and the variances are σ2

U and σ2
V respectively:
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The loss function is defined as:
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where λU = σR/σU , λV = σR/σV . The core of PMF and LFM is quite similar.
But considering the randomness of latent factor, PMF always outperforms LFM.
PMF is generally trained by SGD algorithm like LFM.

2.2 Other Work

Many data with tags are embedded on the Internet. [9] proposed a tag-based
algorithm for recommendation. [10] used the item’s type information to solve
the problem of sparse and cold start. [1] proposed Tag-LFM to construct a new
matrix with taking full advantage of tag features. [11] went a step further with
a MF model based on local similarity named SBMF (Similarity-Based Matrix
Factorization) algorithm. Most of these algorithms refer to matrix construction.
A typical technique is shown in Fig. 1.

Fig. 1. New matrix construction

We assume that H is a matrix constructed by data tags. Then it is feasible to
bridge the two matrices by using common user vectors or item vectors in rating
matrix R and constructed matrix H. At last we can model the algorithm with
more information.
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3 Building LTMF Algorithm

3.1 Preparing Work

We design an algorithm to generate user cluster and item cluster. The details
are shown as Algorithm 1, θ is the threshold that we can decide:

Algorithm 1. Clustering Algorithm
1: Compute rating frequency of user fu and item fi
2: Sort users and items based on fu and fi in reverse order
3: Compute cosine similarity of users and items
4: t ← 1, U ← φ, I ← φ
5: for j = 1, 2, · · · do
6: if uj /∈ U then
7: Ut ← uj ∪ uk|suj ,uk > θj , uk /∈ U
8: U ← Ut ∪ U, t ← t + 1
9: end if

10: end for
11: The same as cluster I

In this section, we use clusters that have built before to construct local cluster
as (user cluster)-(item) preference matrix and (item cluster)-(user) preference
matrix by adding the local preferences into the model separately. Xu,i and Yu,i

can be represented as (user cluster)-(item) and (item cluster)-(user) preference,
the details are shown in formulas 5 and 6 :
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where r is the rating, w is the weight of the corresponding latent factors. ω ∼
N(0, σ2), p and q denote the latent factor of user and item separately.

We use Gi,t and Hu,t to denote item-tag matrix and user-tag matrix. Gi,t is
1 if item i contains tag t, otherwise is 0, same as Hu,t. Then we construct (user
cluster)- (tag) matrix and (item-cluster)-(tag) matrix by using Xu,i?? and Yu,i:
The details are shown as formulas 7 and 8:

Pu,t =
1
N

∑
Xu,i × Gi,t (7)

Qu,t =
1
N

∑
Yu,i × Hi,t (8)

Now we can combine Ru,i, Pu,t and Qi,t to build LTMF model.

3.2 Building Models

Rating matrix Rui is formed by latent factor matrix U and V . By the definition
of Xu,i and Yu,i, we know that Xu,i and Yu,i are the functions of U and V . So
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Pu,t, Qi,t are also the functions of U , V and the tag latent factor T , short for
Pu,t = f(UT

u )Tt, Qi,t = g(V T
i )Tt. The loss function of LTMF can be organized

as formula 9:
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where ωU = σR/σU , ωV = σR/σV , α and β are the regularization coefficients,
K is number of tags, λU = ωU + ϕU , λV = ωV + τV , λT = ϕT + τT .

3.3 SGD Training Algorithm

We use SGD algorithm to train the loss function of LTMF model, the detail is
shown in Algorithm 2:

Algorithm 2. SGD training algorithm
Input: Rating Matrix R, Cluster Preference Matrix P , Q, Latent Factor Dimension

F , Learning Rate η, Scale Factor α and β, Regularization Coefficients λU , λV , λT

Output: U , V
1: Randomly initialize U , V and T with small numbers
2: while error on validation set decrease do
3: �UE = I(UTV − R)V + αf ′(f(UT )T − P )T + λUU
4: �V E = [I(UTV − R)]TU + βg′(g(V T )T − Q)T + λV V
5: �TE = αf(f(UT )T − P ) + βg(g(V T )T − Q) + λTT
6: Set η = 0.08
7: while E(U − η �U E, V − η �V E, T − η �T E) > E(U, V, T ) do
8: Set η = η/2
9: end while

10: U = U − η �U E
11: V = V − η �V E
12: T = T − η �T E
13: end while
14: return U , V

4 Experimental Evaluation

4.1 Datasets Description and Compared Models

To evaluate the performance of this algorithm, we use the data provided by
http://www.dianping.com/. This datasets contain the information that LTMF
algorithm demanded. All the items contain one tag or more, such as district,
type of services, subway and same as the user data. This dataset contains 862328
ratings, 28518 items, 127150 users and 47509 tags. Every item or user has one or
more tag feature vectors, it equals to 1 if contains the tag otherwise equals to 0.

http://www.dianping.com/
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To demonstrate the performance of LTMF, various methods are studied as
baseline. These compared methods are: 1.KNN (memory-based neighbor model
algorithm); 2. PMF (model-based matrix factorization algorithm); 3. Tag-LFM
(combine tag feature MF algorithm); 4. SBMF (combine neighbor model MF
algorithm). This paper uses RMSE to evaluate the performance and applies
5-fold cross validation.

In the experimental process, α and β are used to balance the impact of
local structure and tag features on the model. When other parameters are fixed,
setting α = 0.8 and β = 0.7 will minimize the RMSE. λU = ωU + ϕU , λV =
ωV +τV , λT = ϕT +τT , and ωU = σR/σU , ωV = σR/σV . This indicates that λU ,
λV and λT are compound parameters. But it is practical to set these parameters
to a relatively small value,such as λU = λV = λT = 0.001.Then we can regulate
these values by cross validation in experiments. And the results show that it is
acceptable.

4.2 Performance Evaluation

The above Figs. 2 and 3 obviously indicate that with the number of iterations
increasing, LTMF performs better than other algorithms.

Figures 4 and 5 show that in a practical environment (means that the number
of iterations and the number of observed ratings are relatively more), the model
with higher latent factor dimensionality generally performs better.

Figure 6 demonstrates that the algorithms performance is proportional to
the number of observed ratings. LTMF combine the existing methods to create
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Fig. 2. Impact of number of iterations
compared with basic models
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Fig. 3. Impact of number of iterations
compared with advanced models
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Fig. 6. Impact of observed ratings

a new one. But each stage of the algorithm can be computed separately. So the
complexity of LTMF is linear growth, it is quite acceptable when the number of
observed ratings increase rapidly.

5 Conclusion

This paper proposes LTMF algorithm and shows that integrating with more
information can improve interpretability and performance. But due to construct-
ing new matrices, LTMF can only be applied to the scenarios that contain the
information which the algorithm demanded. And also LTMF has more parame-
ters than other traditional models. In the future, we will study on how to tune
the parameters more effective and explore other local information such as social
networks.
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