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Abstract. As a special kind of application of wireless sensor networks,
Body Sensor Networks (BSNs) have broad perspectives especially in clin-
ical caring and medical monitoring. Big data acquired from BSNs usually
contain sensitive information, which are compulsory to be appropriately
protected. However, previous methods overlooked the privacy protec-
tion issue, leading to privacy violation. In this paper, a differential pri-
vacy protection scheme for big data in body sensor network is proposed.
We introduce the concept of dynamic noise thresholds which makes our
scheme more suitable for processing big data. It can ensure privacy dur-
ing the whole life cycle of the data, which makes privacy protection for
big data in BSNs promising. Extensive experiments are conducted to
outline the merits of our scheme. Experimental results reveal that our
scheme has higher level of privacy protection. Even in the case where the
attacker has full background knowledge, it still provides sufficient ambi-
guity, which ensures being unable to match people based on the ECG
data characteristic so as to preserve the privacy.
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1 Introduction

As a special application system tailored for body health caring, the widespread
use of Body Sensor Networks (BSNs) make it possible for realizing real-time
monitoring [1–4]. In BSNs, big data which directly or indirectly reveal a per-
son’s physical condition are collected, aggregated and transmitted. For example,
continuous ECG data are used in diseases tracking [13] and physiological condi-
tion monitoring [14].

Data transferred throughout BSNs usually share two critical features that
should be paid attention to: sensitivity and vulnerability. Sensitivity means that
data can reflect the status of the body, location or other sensitive information,
which are needed to be appropriately preserved. Vulnerability indicates that
data are forwarded in an open environment, therefore, data contents are easily
to be trapped by the enemies or attackers. Once the data in BSNs are not well
preserved, the privacy will be destroyed, leading the unexpected exposure of
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physical information. Hence, preserving the privacy of sensitive data in BSNs is
necessary and urgent.

In recent years, great efforts have been made for Big Data Privacy Protection
(BDPP) in BSNs. In general, previous approaches fall into three kinds: (1) data
collection protection [5–7], (2) data releasing protection [8–10] and (3) data
analysis protection [11,12]. These approaches indeed provided effective methods
for strengthening the privacy protection level in BDPP. However, they still suffer
from some limitations:

– With respect to data accuracy, traditional methods added noise and imple-
mented anonymous scheme, which sacrificed the accuracy of the data. Data
transmitted under such conditions will be no longer accurate, which thus
directly influences the data availability.

– With respect to data privacy protection, in traditional methods, such as
k-anonymity, l-diversity or m-invariance etc., the values of k, l or m are
required, which are not easy to be quantified or determined.

– With respect to data analysis [15], for example, in data water marking tech-
nology, only the static data set are well preserved, which are not feasible to
be used for protecting dynamic and massive data. Therefore, such technology
is not suitable for protecting data privacy in BSNs.

Researching the BDPP mechanisms in BSNs has significant contributions
to our human life. Once big sensitive data are not properly preserved, users’
privacy will be greatly damaged. Our motivation is to develop a method for
solving the privacy protection problem based on differential privacy techniques.
In our scheme, we proposed a protection model which covers the entire life cycle
of data based on differential privacy technique.

The contributions of this paper can be summarized as follows:

1. To the best knowledge of the authors, this is the first time that differential
privacy scheme is applied in protecting sensitive big data in BSNs. We propose
a differential privacy protection model, which significantly reduces the risk of
privacy exposure while ensuring data availability and accuracy.

2. To ensure the feasibility of the ECG big data, we introduce the concept of
dynamic noise thresholds. It is used to interpret the relationships between
noise size and data set size, which makes our scheme more suitable for big
data.

3. To verify the advantages of our scheme, extensive experiments are conducted.
Experimental results demonstrate that our scheme has a better performance
in privacy protection. Even when the attacker grasps full background knowl-
edge, our scheme still provides enough interference, making it unable to target
a certain person by eavesdropping sensitive big data.

The remainder of this paper is structured as follows. Section 2 gives a brief
overview on the preliminaries of this paper. Section 3 presents our scheme in
detail. In Sect. 4, extensive experiments are conducted to show the advantages
of our scheme. Finally, we conclude this paper and point out the future work in
Sect. 5.



Protecting Privacy for Big Data in Body Sensor Networks 165

2 Preliminary

In this section, related preliminaries are introduced for comprehending our idea.

2.1 Problem Description

Traditional BDPP methods (as shown in Fig. 1) focused on data releasing and
data mining issues. Once adversaries successfully eavesdrop sensitive data, data
will be completely exposed, even worse, totally lose their effects. Simple encryp-
tion mechanisms cannot cover the entire life of data protection including data
generating, data collecting, data transmitting and data publishing and so on. An
effective alternative is to encrypt data during the transmission progress. How-
ever, in that case, data will be exposed to the public, which are prone to attacks.
Once data are hacked, the real identity of the owner will be recognized, leading to
privacy leakage. Although obfuscation scheme is widespread regarded as a useful
method in privacy protection, the availability and accuracy are compromised.

Therefore, we develop a privacy protection scheme based on differential pri-
vacy, which appropriately solves the above concerns.

Fig. 1. Traditional privacy protections for BSNs

2.2 Identification and Data Characteristics of Electrocardiogram

Identification technology of ECG (electrocardiogram, ECG) has two main direc-
tions: one is extracting identification based on ECG feature points, the other is
analyzing ECG waveform. As shown in Fig. 2, for a typical ECG, a cardiac cycle
is made up of a P-wave, QRS wave, T wave and U waves. Usually, U waves are
relatively small and inconspicuous.

In extracting identification, ECG feature points, such as P-wave width, QRS
wave width, the period of PQ and QT, the R-wave peak and T-wave peak are
regarded as important sources of information.

3 Our Scheme

In this section, we develop a secure way to minimize the cost to hide the ECG
data. Here, we introduce the idea of differential privacy into privacy protection
for big sensitive data in BSNs.
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Fig. 2. Identification technology for ECG

A strict privacy protection model, defined by the differential privacy, will be
considered as a standard of this program. To the best knowledge of the authors,
this is a new direction that applies differential privacy technique into periodic
stream data for safeguarding against malicious attacks. In our work, we choose
the peak and valley data as characteristics points and put forward a simple
example to clarify our method.

At first, we need to pre-process ECG data. We assign weights to each char-
acteristic based on its importance for identification, for example, assuming that
the identification significance of the peak value is greater than the valley value,
thereby, peak value’s weight will be bigger. Then bigger weights will be set to the
parent nodes to construct the feature classification tree. This classifying method
ensures that, ECG data can be divided into different equivalence classes. Suppose
that the number of eigenvalue in ECG is n, then the final number of equivalence
class in ECG features will be 2n. Data that are divided into the same equivalence
class will share approximate characteristic.

According to the concept of differential privacy, we introduce Eq. (1) as a
strict standard.

Pr[K(D1) ∈ S] ≤ exp(ε) ∗ Pr[K(D2) ∈ S] (1)

Here, D1, D2 are two adjacent data sets, K is privacy protection algorithm
for our design, Pr[] is denoted as the risk of privacy exposure.

Taking big data identification into considerations, in our work, data are
processed sequentially. There is no doubt to use the counting query with the
sensitivity of count 1. We choose to take the variance reflecting data fluctuations
as Pr. Assuming that the overall variance is influenced heavily, then apparently
this set of data is clearly unexpected to this group of data. We thereby choose
the variance of the data as a reflection of private exposure risk, which is intuitive
and convenient.

Pr[x]n = s2 =

n∑

i=1

(xi − x̄)2

n − 1
(2)

So far, we have already illustrated the basis for achieving protection based
on differential privacy. We believe that an ideal noise generation must be able
to change as the data changes. For example, when the number of data is 2n,
the number of noise data, in fact, must be associated with the existing 2n data.
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When the amount of data is n, the minimum value of the intensity available noise
will be determined, which fluctuates with the change of existed data. We take
peak values of characteristics as examples, the calculation method of dynamic
characteristics of interference threshold is computed by Eq. (3).

H(x) =

∣
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∣
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∣

n−1∑
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xn−1

n − 1
−xn

∣
∣
∣
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∣
∣

× � (3)

Here, H(x) stands for the interference threshold when the nth data arrive.
x is denoted as the data in the data set, � is the interference correction value of
this characteristic, which depends on specific features. Its purpose is to enable
the real-time updates of data and provides a standard for dealing with the next
arrival data.

Under the premise of a great amount of data, we can avoid duplicating the
operations of the aforementioned data to increase the viability of ECG protection
scheme. Based on the above definition of thresholds and limitations of differential
ideas, we can find a sufficiently large enough one to (1) prevent the loss of privacy,
and (2) carry out a devastating impact on data availability. Meanwhile, we add
values at the point in feature noise, which is normally distributed with a typical
value of H(x) and the variance of 1.

Due to the limits of the private difference protection model, only a small
amount of noise will be generated. As for the data in the same equivalence class,
order processing cannot be carried out with the regular order, we choose the
data from the beginning of the n data. Since we need the frontal n − 1 data to
initialize the feature interaction threshold value. Therefore, the processing order
is shown in Fig. 3.

Fig. 3. Data processing order
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In summary, our ECG privacy algorithm proceeds as Fig. 4. The first step
is to scan ECG data set and extracting feature vectors. Then, characteristics
classification tree is constructed and we divide ECG features to equivalence
classes according to a feature vector. After that, we partition equivalence into
classes and initialize feature interference thresholds. Next, we process the data
one by one and add noise according to the important features. As the purpose
of differential privacy is to maintain the available data as much as possible. In
case of failure in adding noise, we additionally put new violence in the data.
After completing categorizing data into an equivalence class, our algorithm is
completed and the privacy of data is protected.

Fig. 4. ECG privacy algorithm process

4 Experimental Results

4.1 Experimental Setup

We collected experimental data using Shimmer [16] as shown in Fig. 5.
In our experiment, we collect 30 sets of ECG data by using Shimmer. The

average size of each data is 4.3 MB, the size of the post-processing data is 2.2 MB.
Each data contains sufficient cardiac cycles for determining characteristic point
values. Two features, peaks and valleys, are selected and the requirement of
privacy budget is set 0.6. The result of equivalence class partitioning is shown
in Table 1.
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Fig. 5. Collecting data by Shimmer [16]

Table 1. Equivalence class partitioning

Equivalence class Data bulk

Equivalence class I 6

Equivalence class II 8

Equivalence class III 11

Equivalence class IV 5

4.2 Privacy Protection Experiments

In this section, several experiments are conducted to show the performance of
our scheme.

As shown in Fig. 6, it is obvious that the difference between data before and
after processing is big. After applying our differential privacy protection scheme,
such differences are migrated. Figure 7 shows the comparison of data 6 before and
after treatment, which indicates that our scheme produces enough interferences.
This ensures that feature points generated by our scheme will not reveal the real
identity of a certain user so as to achieve privacy protection.

Fig. 6. Contrast before and after processing
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Fig. 7. Contrast before and after adding noises

To illustrate the effectiveness of our privacy scheme, we model and introduce
an attacking model. We intend to demonstrate that our scheme is capable of
defending an attack. In the attack, the attacker grasps full background knowledge
such as the feature points of the ECG of a certain target user. He seeks for finding
out a target user based on the data generated by our scheme. In our experiment,
the attacker aims at linking the person’s data from his background knowledge
so as to find out the physical condition of the target victim. The attack is taken
by two steps: (1) determine whether the personal data of the target user are
contained in the current data set, and (2) mount an identity linking attack.
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Fig. 8. Probability of exposure to privacy

As shown in Fig. 8, during the 24 experiments, when only one feature value
is chosen, the probability of exposure of data privacy is 1/5. We assume that
the actual amount of data is 30 × n. Therefore, for a single feature, the risk of
exposure to privacy is 1/(5n). When we choose m feature values for preserving
privacy. The probability of privacy exposure will be calculated as:

m

5n
≤ p′ ≤

(
1
5n

)m

(4)

Consider that the data itself are vague, therefore, eventual, the probability
p of privacy exposure is:

m

5n
≤ p <

(
1
5n

)m

(5)
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Fig. 9. Privacy level obtained by the user

As shown in Fig. 9, the value of m must be a single-digit, because the number
of the feature points is not big. When the magnitude of data is higher, our
algorithm will provide a reliable privacy protection for them. We note that, in
our work, tricky data will provide better protections. Moreover, more data are
input, better protection will be obtained.

In conclusion, our experimental results show that the ECG privacy protection
programs achieve desired privacy requirements.

5 Conclusions and Future Works

In this paper, we proposed a differential privacy protection model, which signif-
icantly reduces the risk of privacy exposure and greatly ensures the availability
of data. We introduce the concept of dynamic noise thresholds to lift the direct
relationship between the added noise and data set size, making our scheme more
suitable to process big data. At last, several experiments are conducted to show
the performance of our scheme. Experimental results reveal that our scheme can
provide ideal protection effect. Even in the case that the attacker has full back-
ground knowledge, our scheme still can produce enough interference, and the
attacker is unable to match the objective person from the ECG data.

As part of our future works, we will put forward theoretical analysis on how
to apply differential privacy scheme for big sensitive data in BSNs.
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