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Abstract. Human surveillance is an important research activity for security 
concern. Due to the increasing demand of security in different domains, devel-
opment of smart and efficient surveillance system has attracted immense inter-
est in recent years. Most of the existing surveillance systems are based on mo-
nocular camera and limited by their fixed view angles and hence cannot provide 
sufficient three-dimensional depth information for person recognition and track-
ing. This paper proposes an efficient and cost-effective human surveillance sys-
tem using stereo vision technique. The system uses a multi-view stereo camera 
pair for image capturing and analyzes the stereoscopic pictures to estimate the 
3D depth information for accurate detection and tracking of the human objects. 
The system can provide automatic warning in case of unrecognized people and 
entrance in the restricted zones. Experimental results are arranged to demon-
strate the robustness and efficiency of our proposed system. Our system is very 
inexpensive and computationally fast comparable to the existing state-of-the-art 
surveillance systems. 
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1 Introduction 

Human surveillance is attracting more importance nowadays due to the increasing 
demand of security and defense in different environments including door access con-
trol, border surveillance, immigration control, monitoring employee activities, identi-
fying suspicious people, theft and vandalism deterrence, preventing criminal acts and 
so on [1, 2]. 

Several techniques have been developed in last decades for automatic surveillance 
of people using CCTV cameras and sensors. According to the number of cameras 
used in these techniques, surveillance systems can be classified into two categories: 
monocular and multi-camera based system. Most of the conventional surveillance 
systems widely used for security applications in supermarkets, airports, stations, ATM 
booths and other public places, employ monocular or single camera [3-7]. They are 
limited by their fixed view angles, fixed resolutions and limited depth information. 
These limitations make it complex to estimate and recover the precise 3D information 
as well as motion behavior of human objects for accurate and robust tracking. 
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Due to the recent advancement in vision technology, multiple camera based sur-
veillance systems have attained the superiority for tracking people with different view 
angles [8-10]. These systems are capable of viewing an object from multi-viewpoints 
and hence can deal better with occlusions. However, such systems are very expensive 
and difficult to set up due to the problems of establishing their geometric relationships 
or synchronizations since they require a large number of cameras [11]. 

In recent years, researchers have proposed stereo vision based surveillance systems 
for security applications [12-14]. Stereo vision has the advantage to estimate the 3D 
position of an object in a given coordinate system from two stereoscopic images [15]. 
Stereo vision based surveillance systems can easily segment an image into objects to 
distinguish people from their shadows and provide more accurate location informa-
tion for their tracking. Most of these systems generally employ a static pan-tilt-zoom 
(PTZ) camera, whose pose can be fully controlled by pan, tilt and zoom parameters. 
The PTZ cameras are able to obtain multi-angle views and multi-resolution informa-
tion However, the main disadvantage of these cameras is that they are unidirectional 
and their image resolution is poor [16, 20]. The existing stereo based surveillance 
systems are computationally expensive and hence they are not suitable for real time 
applications. 

To overcome the aforesaid challenges in surveillance systems, we propose an effi-
cient, computationally fast and cost-effective surveillance model for security applica-
tions. The system employs a low-cost stereo camera pair for image capturing and 
recovers the 3D depth information of the human object exploiting a fast stereo vision 
algorithm. The proposed system includes robust and efficient algorithms for human 
face identification, stereo correspondence matching, 3D depth extraction, and location 
estimation of the human objects for security monitoring. 

The rest of the paper is structured as follows. Section 2 provides a brief discussion 
on most related works in this area. In Section 3, we present the architecture of our 
proposed surveillance system. Experimental results with real time image sequences 
are reported in Section 4. Finally, Section 5 concludes the paper and gives directions 
for future work. 

2 Related Works 

In the last few decades, lots of related research works have been performed by the 
researchers to develop smart and efficient human surveillance systems. In this section 
we attempt to review some of them which are more relevant.  

Chen et al. [16] propose a vision system based on an omnidirectional camera and a 
PTZ camera. The omnidirectional camera monitors the surveillance object and the 
PTZ camera captures the image of the target object. These two cameras work in a 
master-salve mode. This surveillance system is employed mostly in indoor environ-
ment. Adorni et al. [17] propose a binocular vision system using two omnidirectional 
cameras which is generally used in robot vision. The system is capable of enlarging 
view fields. The main disadvantage of these vision systems is that the image resolu-
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tion of the omnidirectional camera is poor. This drawback has great limitation to-
wards their application in real time.  

Munoz-Salinas et al. [18] propose an object tracking method which can combine 
color and depth information using dual static cameras. In another work [19], they use 
plan-view maps to represent stereo information more efficiently. The main drawbacks 
associated with these systems are that they cannot obtain multi-resolution and multi-
visual-angle information. 

Bimbo et al. [20] propose a novel framework exploiting two PTZ cameras aiming 
to relate the feet position of a person in the image of the master camera with the head 
position in the image of the slave camera. Benjamin et al. [21] present a multi camera 
based surveillance system that can automatically extract useful information from a 
given scene. It also alerts the user if the tracked object breaks certain defined regula-
tions. Wang [22] illustrates an overview of the recent advances in the field of multi 
camera video surveillance. It compares the existing solutions and also describes the 
prevalent technical challenges. 

Darrell et al. [23] propose a system for tracking people using stereo cameras. The 
stereo method is used to isolate people from other objects and background. They inte-
grated color and face detection modules in the system. Bahadori and Iocchi [24] pro-
pose a semi-automatic surveillance system for museum environment using stereo 
vision. The system can detect the situations for providing warning messages to the 
surveillance personnel. 

Manap et al. [25] propose a system for smart surveillance using stereo imaging. 
The system uses two smart IP cameras to obtain the position and location of objects. 
The position and location of the object are automatically extracted from two IP cam-
eras and subsequently transmitted to an ACTi Pan-Tilt-Zoom (PTZ) camera, which 
then points and zooms to the exact position in space. This work involves video analyt-
ics for estimating the location of the object in a 3D environment and transmitting its 
positional coordinates to the PTZ camera.  

Cui and Li [26] propose a surveillance system mainly used for indoor scene moni-
toring using binocular vision. The system uses two PTZ cameras and employs a recti-
fication-disparity-based method to establish correspondence between two image se-
quences. The system utilizes depth information to deal with occlusion problem in 
object tracking. 

However, these existing surveillance systems are commercially expensive and re-
quire high computation time. With a view to overcome the limitations of the existing 
systems, we attempt to propose an effective and inexpensive surveillance model using 
a fast stereo vision technique. The proposed system can measure the precise 3D posi-
tion of the human object for accurate detection and tracking. 

3 Proposed System Architecture 

The proposed human surveillance system consists of the following components:  
(i) Pre-processing for image refinement, (ii) Face detection for person identification, 
(iii) Stereo correspondence matching for finding disparities in the image sequences, 
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(iv) Dense depth estimation for recovering the 3D position of the human object, and 
(v) Person tracking or localization. Fig.1 shows the general architecture of the pro-
posed system. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Architecture of the proposed surveillance system. 

3.1 Preprocessing of the Stereo Images 

In real time stereo vision systems, there may be significant amount of noise in the 
captured image pair due to the differences in camera orientation and lighting condi-
tion. For this reason, we employ a fuzzy median filtering technique [27] for refining 
the stereoscopic images corrupted by noise. This filter employs fuzzy rules for decid-
ing the gray level of the pixels within a window in the image. This is a variation of the 
Median filter and neighbourhood Averaging filter with fuzzy values. 

3.2 Face Detection 

Human face plays an important role in person recognition in vision-based surveillance 
system. Face detection is concerned with determining the part of an image which 
contains face. Different techniques [28-32] have been developed for face detection in 
last decades, which includes: geometric modeling, genetic approach, neural network, 
principal component analysis, color analysis and so on. 
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This paper proposes a fast and robust face detection technique based on skin color 
segmentation. For detecting the face area, the image is first enhanced using histogram 
equalization because, the face images may be of very poor contrast because of the 
limitation of lighting conditions. Then the face skeleton is detected from the largest 
connected area of the skin color segmented image. The method considers the frontal 
view of the face in color scale image. The overview of the proposed color histogram 
based face detection method is shown in Fig. 2. 

The efficiency of color segmentation of a human face depends on the color space. 
While the input colour image is typically in RGB format, the RGB model is not used 
in the detection process because the RGB colour model is not a reliable model for 
detecting skin colour [29]. The RGB components are subject to luminance change and 
hence face detection may fail if the lighting condition changes from image to image. 
Consequently, we use HSV color model for fast and effective detection process. 

 
 
 
 
 

Fig. 2. Block diagram of the face detection method. 

In the HSV color model a color is described by three attributes Hue, Saturation and 
Value. Hue is the attribute of visual sensation that corresponds to color perception 
associated with the dominant colors, saturation implies the relative purity of the color 
content and value measures the brightness of a color. The HSV space classifies simi-
lar colors under similar hue orientations. The image content is converted from RGB to 
HSV color space using the following equations: 
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Where R, G, B are the red, green and blue component values which exist in the 
range [0,255]. 

Let a color image I(x, y) consists of three color channels  ,,, BGR IIII  at (x, y) 
of size M × N. First a hue histogram H(i) is obtained by counting the number of pix-
els, given by the following equation:  
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coordinates of the corresponding pixels is known as disparity, which can be expressed 
by the following equation:   

RL xxd                                                           (5) 

Stereo algorithms are mainly classified into two categories: local and global me-
thods [33]. The local algorithms [33-36], also referred to as window-based or area-
based algorithms are typically faster and suitable for real time applications rather than 
global approaches [37- 40]. However, they have less accuracy compared to global 
methods. The local or window-based stereo algorithms traditionally estimate dense 
disparity by means of pixel correspondence matching through window cost computa-
tion using any one of the following statistical measures: sum of absolute differences 
(SAD), sum of square differences (SSD), or normalized cross correlation (NCC) [15, 
34]. To determine the correspondence of a reference pixel in the left image, the win-
dow costs are calculated for all target pixels on the same epipolar line in the right 
image within a search range. The pixel in the right image that gives the best window 
cost i.e., the minimum SAD/SSD value or the maximum NCC value indicates the 
corresponding pixel of the reference pixel in the left image. 

In this work, we consider the detected face area in the left image as a reference 
block and match with another target face block in the right image. The window cost 
WC (x, y, d) of a reference pixel at position ),( yx  in the left image block with dispari-
ty d is computed with the following SAD measure, employing a window centered at 
position (x, y) in the left image block and another window centered at position (x+d, 
y) in the corresponding right image block. 
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Where ),( yxfL  and ),( yxfR are the intensities of the pixels at position (x, y) in 
the left and right image blocks, respectively. (2m+1) and (2n+1) are the width and 
height of the rectangular window, respectively. 

In this paper, we propose a fast algorithm based on local approach to compute the 
window costs for correspondence matching. To determine the correspondence of a 
pixel in the left image block, we just compute the window cost for candidate pixels in 
the right image block whose intensities are different within a certain threshold value 
(). To achieve a substantial gain in accuracy with less expense of computation time, 
our algorithm perform correspondence matching only on the diagonal pixels of  
the square windows rather than employing conventional matching upon all pixels  
in the windows. Empirically we find that this diagonal matching operation reduces 
significant computation time compared to the state-of-the-art stereo methods, which is 
a fruitful contribution towards the development of a fast and effective surveillance 
system. 

 
 
 
 
 



718 M. Chowdhury et al. 

The proposed fast correspondence matching or disparity estimation algorithm is 
depicted as follows: 

 
 
 
 
 
 
. 
 
 
 
 
 

3.4 Depth Extraction and Location Estimation 

In stereo vision, the depth or 3D information of points in the images can be calculated 
from the estimated disparity map and the geometry of the camera settings. This 
process is illustrated in Fig. 5 where, L and R are two pinhole cameras with parallel 
optical axes; OL and OR are two center points of the left and right camera respectively 
with same focal length f. The baseline, which is the line connecting the two lens cen-
ters of the cameras is perpendicular to the optical axes. Let b is the baseline distance 
and xL is the x-coordinate of the projected 3D point onto the left camera image plane 
and xR is the x-coordinate of the projection onto the right image plane. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5. Dense depth estimation in stereo image pair using triangulation 
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For a world 3D point P(xp,yp,zp), we can extract the dense depth information from 
the camera geometry as follows: 
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This is the distance of the target object from the stereo camera positions. 
We can recover the 3D point P from its projections PL and PR. Therefore, we have: 
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Since the depth, zp indicates a distance value (i.e. in mm or cm), we have to modify 
the equation (8) for its uniformity because, the parameters (b, f, d) in the equation 
possess different units. This modification is vital during measuring the distance of 
objects, otherwise it gives erroneous result. Accordingly, we can reform the equation 
(8) through converting the unit of the disparity value (d) by dividing it with the pixel 
size (normally in mm/pixel) of the camera. Thus the depth or distance of the target 
object becomes, 

                         
ds
bfz p                                                         (11) 

Where, s is the size of a pixel of the stereo camera. Thus, once we can estimate the 
3D depth or distance value of the target, we can easily track or localize the human 
object. 

4 Experimental Evaluation 

The effectiveness and robustness of this approach is justified using different images 
captured by the stereo camera pair with different positions, expressions and lighting 
conditions. Experiments are carried out on a computer with 2.2 GHz Intel Core i5 
processor and 4GB RAM. The algorithm has been implemented using Visual C++.  
We use two SONY VISCA cameras of same focal length and intrinsic parameters for 
stereo imaging. 

The face images are analyzed to demonstrate the feasibility of the proposed detec-
tion method. When a complex image is subjected in the input, the face detection result 
highlights the facial part of the image. The face detection results with our proposed 
method are depicted in Fig. 6. Images of different persons are taken at different envi-
ronments both in shiny and gloomy weather. To evaluate our proposed method we 
consider images with different expressions, pose, orientation, structural components 
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and illumination. The system can also cope with the problem of partial occlusion. Our 
system demonstrates better performance in case of the frontal face images in simple 
background while provides worst results for the images in complex background. We 
perform experiments to compare our proposed algorithm with RGB and YIQ (Lumin-
ance, Hue, Saturation) based face detection methods. The results as shown in Table 1 
and Table 2, confirms the robustness of our proposed face detection algorithm compa-
rable to others methods. 

Fig. 7 represents the stereo matching results with our proposed stereo algorithm. 
The algorithm computes the disparity values through matching the correspondence 
pixels within the selected blocks in the left and right image pair. The left and right 
image sequences are captured through the left and right camera respectively, placed in 
same epipolar axis. The correspondence matching is accomplished using SAD meas-
ures using a window of size 3×3 pixels. The disparities are computed with a search 
range of –10 to +10 pixels for a threshold level of 25. We estimate these parameters 
empirically in order to optimize quality of disparity results. 

Experientially we find that computational cost increases with the enlargement of 
the window size. Fig. 8 represents a plot of computational time for different window 
size, which shows that a window of size 3×3 pixels is a good choice in respect to 
computational speed. We compare our algorithm with similar stereo methods in terms 
of execution time, as reported in Table 3. Experimental results confirm that our pro-
posed disparity estimation algorithm outperforms with significant reduction of com-
putation time compared to other existing methods. 

 

(a) Original image  (b) Detected face (a) Original image (b) Detected face 

Fig. 6. Face detection process: (a) the original image, and (b) detected face image. 



 Human Surveillance System for Security Application 721 

We estimate the distance or location of the human objects for five real image pairs 
using the obtained disparity values and known camera parameters. The focal length of 
the stereo cameras used in this simulation is 35 mm, pixel size is 0.1165 mm, and the 
baseline distance between two cameras is 20 cm. Table 4 shows the results of the 
location estimation process. 

 

 

 
(a) Left image  (b) Right image (c) Estimated disparity 

Fig. 7. Stereo matching process: (a) Left image, (b) Right image, and (c) Disparity map. 

Table 1. Performance of different detection methods in terms of detection accuracy (in %) 
 

Type of Face image 
No. of test 

image 

Detection Accuracy (%) 
RGB 
Color 
Based 

YIQ 
Color 
Based 

HSV Color Based 
(Proposed  
method) 

Frontal 50 62.37 78.24 98.18 
Tilted 50 58.42 74.65 95.34 

Partial Occluded  20 56.72 72.29 91.56 
Complex Background 30 50.35 67.17 86.72 

 

Table 2. Performance of different detection methods in terms of computation time 

Detection Method Computation Time (second) 

RGB Color Based 1.23 
YIQ Color Based 0.87 
Proposed Method 0.46 
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Table 3. Performance

Method 
Linear Stereo Matchi
Conventional Area B
Large-scale Stereo M

 

Fig. 8. 

Ta

Test Actual Dist
(cm) 

Test 1 150 
Test 2 200 
Test 3 250 
Test 4 300 
Test 5 350 
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