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Abstract. Software Defined Networking (SDN) is emerging as a key
technology to deal with the ever increasing network management burden
created by our increasingly interconnected world. Wireless sensor net-
work (WSN) are part of this interconnection, enabling to connect the
physical world to the cyber world of the Internet and its networks. This
connection of physical items, “Things”, to the Internet in the form of an
Internet of Things is creating many new challenges for the management of
the Internet networks. SDN moves away from a distributed management
approach that has been at the core of wireless sensor networks since their
inception and introduces a centralised view and control of a network. We
believe that the SDN concept as well as the general compute virtuali-
sation enabled through infrastructure as a service can offer the required
flexible management and control of the network of Things. While the
application of SDN to WSN has already been proposed, a comprehen-
sive architecture for Software Defined Wireless Sensor Networks (SD-
WSN) is currently missing. This paper provides a survey of related work
considering both SDN and centralised non-SDN approaches to network
management and control, examines the challenges and opportunities for
SD-WSNs, and provides an architectural proposal for SD-WSN.
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1 Introduction

Wireless sensor networks (WSN) have emerged over the past 15 years as a key
technology to interface computing systems with the physical world and being a
central part of cyber-physical-systems and machine to machine communication
systems. The community envisages WSN deployments throughout our environ-
ments, producing data for specific use cases such as environmental monitoring
in buildings, traffic monitoring in cities, flood monitoring in river estuaries, and
many more. The remote nature of WSN deployments requires unattended oper-
ation and a high degree of autonomy and self-configuration. From early on,
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the community traded centralised protocols for distributed, self-organising, self-
healing, behaviour, sometimes with emergent properties inspired from nature [20].
In reality though, such deployments rarely functioned correctly and most deploy-
ments today are heavily monitored and controlled as nodes fail often and need
manual intervention [4,15].

Another application of sensor networks is in critical or real-time applications
where there are strict timing and reliability requirements that have been addressed
by implementing complex, application-driven protocols [17]. This may be a viable
option for private, isolated and application-specific deployments, however it is less
so if the WSN infrastructure is to be shared by multiple stake-holders, which is the
case in virtualised WSN environments. In a shared WSN infrastucture, different
occupants will have differing QoS requirements, which can’t be addressed in an
application-specific way but require a wide and detailed picture of the network
state to make informed decisions about optimal traffic routing.

What the WSN community needs right now is increased control over the net-
work to understand radio behaviour, diagnose and debug faults and ensure QoS.
A relatively recent technology that provides increased control in networking is
Software Defined Networking, or SDN. Software Defined Networking technology
is under development as a mechanism to deal with the ever increasing con-
figuration and management burden that large scale enterprise networks, data
centre networks, and next generation mobile/wireless networks pose on network
administrators. SDN simplifies network management by reducing the complexity
of network elements (typically switches) to a rule table comprising match ele-
ments and actions, fully and directly controlled by a central manager that has
complete control over the network [2]. The benefits of SDN are:

– a more programmable network where new protocols can easily be deployed;
– deterministic control that increases predictability of network behaviour over

distributed protocols;
– optimal control enabled by a complete model of the network state.

While initial deployments in SDN were developed for wired networks, more
recently it has excited the curiosity of researchers in wireless networks [12,31]
and WSNs (discussed further in Sect. 4.1). SDN has been a paradigm shift for
network management, and it would probably provide an even more valuable
shift for WSN, where resource constraints are as important as they are. Apply-
ing SDN to WSN however, represents a very different environment from what
SDN was originally designed for in enterprise networks: low data rates, low per-
formance and unreliable links. This paper joins an increasingly longer list of
works that try to integrate SDN concepts into the WSN domain. However, the
existing literature seems to be disconnected from previous WSN research and
does not highlight previous forays into centralised WSN control, which, ulti-
mately, is the core concept of SDN. This leads to an incomplete understanding
of the challenges faced by an implementation of SDN in WSN and solutions that
cannot work due to issues of scale and inconsistency. This paper proposes a pos-
sible architecture for Software Defined Wireless Sensor Networks (SD-WSN) and
attempts to expose the challenges and opportunities that arise in this application
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of SDN, by analysing recent SD-WSN approaches together with older attempts
at centralised WSN control.

2 Architecture for Software Defined Wireless Sensor
Networks

The following section presents an architecture for Software Defined WSNs, called
SURF (Service-centric networking for URban-scale Feedback Systems).

Typical SDN architectures consist of simple,“dumb”, switches that are
directly controlled by a logically centralised network manager. The manager
has complete knowledge of the network topology and its state and therefore
can run centralised algorithms for routing, load-balancing, etc. The controller
talks to switches through a south-bound interface, the most common being
OpenFlow [2]. The controller also exposes a north-bound interface for develop-
ers of network applications, such as routing algorithms, firewalls, proxies, etc.,
however, this one hasn’t been standardised yet.

The SURF architecture acknowledges that sensor networks differ in many
ways from the description above, the main difference being that nodes are not
only switches (or routers, to be precise), but they also have one or more appli-
cation components. In WSN we are not interested that much in network appli-
cations such as firewalls, but more in sensing applications, such as assigning
a subset of the nodes to a single application (e.g. get the temperature in the
city centre). Finally, the WSN case that is being explored is that of a large
infrastructure shared by multiple stakeholders with different requirements.

The focus in a WSN SDN is on optimal resource sharing, from the point of
view of sensing and communication. The SURF controller, presented below in
Fig. 1 has the following capabilities:

– set up and manage data flows through the network that maintain a required
level of QoS;

– find the optimal subset of nodes that can service an external sensing request,
in terms of quality of sensing and communication;

– dynamically adjust allocations of data flows and sensing applications, by
migrating flows or applications, in order to respond to external changes (e.g.
interference) or reallocation requests (e.g. resources required by a higher
priority application).

The SURF architecture can be described according to the following layers:

– Network Applications. This layer comprises of the business and network
applications that monitor and control a set of resources managed by one of
more SDN controllers.

– Controller. Through its northbound API and access to its Network Infor-
mation Base (NIB) [1], the main responsibility of the controller is to faithfully
execute the requests of the applications defined though this layer. It also is
responsible for: resource monitoring and (re)optimisation; responding to and
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Fig. 1. Architecture of a software-defined wireless sensor network controller

generating events as a result of changes in the underlying network; and com-
puting a collection of packet forwarding rules. These forwarding rules are
then installed into the WSN nodes via the southbound API.

– Physical and Virtual WSN. This consists of the physical or virtualised
network elements which can implement the decisions made in the controller
layer issued via the southbound interface.

These layers are further described in detail below.

Northbound Layer. Within the northbound plane of the controller, programmatic
interfaces also referred to as northbound Application Programming Interfaces
(APIs) exist to create network services. Northbound APIs insulate the: applica-
tions from details of the network that are not needed; and the Network Operating
System (NOS) (described further in Sect. 3.1) from applications allowing it to
focus on its primary concern of dealing with application requests. Northbound
applications can invoke external services potentially located in the cloud and
may orchestrate applications from other SDN controllers to achieve its objec-
tives. Applications at this layer receive events and notifications about the state
of Virtual Networks (VNs) and can alter the state of VNs with varying levels
of QoS and bandwidth. In the architecture described below it is important to
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recognise that we envisage that multiple physical SD-WSN deployments can be
combined into a single virtual sensor network. In the case where each individual
SD-WSN is controlled by a controller, we need to be able to have an over-
arching control function that can deal with multiple controllers, perhaps with
multiple owners. This control can be implemented as a client SDN controller or
northbound application that invoke external services, applications or other SDN
controllers to achieve its functional and business objectives.

Controller Layer. One of the key motivations behind our proposal for SD-WSN,
is that the network can be virtualised to enable multiple users and use cases
through multi-tenancy, that is multiple virtual overlays over the same physical
network to allow multiple uses of the same physical infrastructure. This is also
shown in Fig. 1 with two virtual networks overlaying the same physical infrastruc-
ture. To support this the SURF SDN control logic consists of a resource allocator,
virtualizer and orchestrator the functions of which are further described below:

– Resource Allocator is the entity that is responsible for determining if a
Virtual Network (VN) or Network Function Virtualisation (NFV) request
can be accommodated by the network. In the event that the service request
can be supported the resource allocator interacts with the virtualiser to
allocate the physical resources that will form part of the VN.

– Virtualiser is responsible for creating an VN agent that represents the
resources through a subset view of the NIB and actions available to the
application. While this agent runs technically in the controller it should be
noted that it is a trusted application to the client or application.

– Orchestrator To support NFV, service function chains which are used to
compose network services, need to be flexibly compose network functions
such as firewalls and data aggregation as independent services following
Service-Oriented principles [5]. The orchestrator within the Surf architec-
ture is used to provide this functionality. The orchestrator is also responsible
for resolving conflicts between different applications and to ensure optimal
performance in terms of resource utilisation, overhead, sleep schedules and
routing is achieved.

– Management The controller also includes a management plane, which con-
sists of a service manager, a tenant manager, a physical network model that
keeps track of the physical infrastructure, and operation support services
(OSS). The network model maintains a database of the network dynam-
ics, the tenant manager has a database of tenant functions and the service
manager maintains a database of virtual network applications and functions.

Physical and VirtualWSN. Communication between the controller and the physi-
cal/virtualised WSN nodes is achieved through the southbound interface, which is
implemented through suitable protocols. Openflow is used in enterprise networks
and a modified version such as proposed in [18] could be adopted here. However, we
think that an extension of CoAP could also be a suitable alternative as it is already
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well established within the WSN field. We are also investigating alternative pro-
tocols that are tailored to the specifics of WSN. The southbound plane of the con-
troller is expected to support multiple protocols that are designed bearing in mind
the capabilities of the underlying infrastructure. In addition, this plane of the con-
troller has a topology manager which updates the NIB for the SDN control logic.
This layer also considers the modifications necessary on the sensor node protocol
stack required to support communication with the controller via the southbound
API, which is shown in Fig. 2. Through the separation of control and data plane,
network nodes can have multiple data plane protocol stacks. In Fig. 2, two different
data plane protocol stacks are shown. The control plane is implemented through
a suitable control protocol as indicated above. The control functions configure the
access to the physical communication medium via the MAC and physical layers.
Depending on the services that are supported by the data plane application lay-
ers, the control plane needs to configure sleep schedules, medium access control,
routing, and perhaps even data aggregation.

Fig. 2. Software defined wireless sensor node

3 Challenges and Opportunities

In the following we discuss the opportunities and challenges in migrating from
the distributed status quo to a centralized management architecture as proposed
for our SD-WSN concept.

3.1 Opportunities

This paper makes the case that there is a valid reason for adapting SDN concepts
to WSN based on the main opportunities outlined below.

Network Operating System (NOS). In SDN, the NOS allows the decompo-
sition of network operation into three distinct layers: the data plane, the man-
agement layer that is responsible for building and maintaining an abstract view
of the network state, and the control logic that performs operations on network
devices depending of its view of network state. These abstraction levels: “extract
simplicity” from the network, reducing the need to “master complexity”, make



The Presidium of Wireless Sensor Networks 287

it possible to create network aware applications with the ability for expressive
algorithms to reconfigure the underlying network in response to changing user
applications requirements [25,28]. In WSN this abstract view of network state
(represented as a network model) could be used to provide optimal resolution
over a number of WSN constraints such that in general, a maximization of
resource utilization through optimal task scheduling could be achieved (with
the aim of minimising packet loss and latency, redcing energy consumption and
maximising network lifetime).

Network Virtualization. Applying virtualization to Wireless Sensor Networks
(WSNs) has been proposed recently [14,16]. WSN virtualization allows the evolu-
tion of sensor networks in their current manifestation, as isolated and application
specific deployments. In this evolved view, the sensing abilities of WSN nodes
can be shared among various federations and composed to form new applica-
tions and services beyond its original purpose or design. Separating the network
infrastructure and its ownership also means that the traditional benefits associ-
ated with virtualization can also be leveraged in WSNs. These benefits include
economies of scale, reduced cost of ownership and reduced cost to customers.
While SDN is considered an enabler for network virtualization, it is important
to recognise that the features offered by SDN were not directly designed to facili-
tate the creation of virtual networks, although SDN can be leveraged to facilitate
network virtualisation in WSNs.

Tussle Networking. Tussle in networking is used to describe the contention
among parties with conflicting interests. Within the context of WSN one of the
tussles is the conflict between the irreconcilable network stacks that sit on top of
the main standardized access technology IEEE802.15.4. These include: Zigbee,
WirelessHART and RPL. As a result of these differences, situations may emerge
that nodes cannot participate in the WSN even though all the devices use the
same underlying access technologies. SDN provides mechanisms to deal with
this tussle across heterogeneous WSN deployment by: defining routing functions
through software that can be changed dynamically through a high level pro-
gramming abstraction and facilitating layer 2 network virtualization.

3.2 Challenges

It is important to recognise that SDN is not a panacea in all situations and
challenges exist in collecting data to provide a consistent and up-to-date net-
work model to leverage the proposed opportunities. These challenges are further
described below.

Out of Band Signalling. In enterprise networks there is either an out-of-band
channel between the controller and each switch, otherwise secure tunnels are
used that take advantage of the high data rates. The topology is static and
the links are stable. Sensor networks have unreliable links, a dynamic topology
and generally low data rates. An out-of-band channel could be obtained using
dedicated higher power radios, but that would increase costs.
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Dynamic Changes. Maintaining a consistent central model of the network
when the network topology is dynamic requires periodic updates from each node.
WSN attributes, such as the quality of links, can change quickly [3]. It is obvi-
ously impractical (if not impossible) to update the central model at each unit
of change in a node’s attribute set. The question is, then, what is the small-
est change in the sensor network that requires an update of the central model?
Obviously this depends on higher level policies, such as the range of QoS levels
demanded from the network.

Low Data Rates. Another factor limiting the quantity of SDN control traffic is
the generally low data rate of WSN. Wired networks have maximum transmission
unit values in the order of kilobytes, and bandwidths ofGigabytes, whereas inWSN
the MTU is usually around 100 bytes and maximum data rates around 250 kbps to
perhaps 1 Mbps. The amount and rate of information sent by nodes to the central
controller in a WSN should perhaps hold the same proportion as in wired networks.
However, this may reduce the functionality and consistency of the central model
and novel approaches for maintaining the network state will be required.

DistributedStateManagement.Running multiple SDN controllers physically
distributed is necessary to ensure a responsive, scalable and reliable system. The
challenge is ensuring that these physically distributed controllers act together to
form a logically centralized one, to allow network refactoring through the control
plane based on a global network view. The Ethane/Sane project [6], which is a pre-
decessor to OpenFlow, proposed full replication across multiple controllers with
a weakly synchronized state. ONIX [21], which was built on the work of Ethane,
provides a general framework for dealing with distributed OpenFlow controllers
and introduces the idea of a network information state shared by controller repli-
cas. FlowVisor [26] supports multiple controllers by slicing the network resources
and assigning control to one controller over the slice. HyperFlow [29] on the other
hand, proposes a publish-subscribe mechanism where each controller selectively
publishes events that are related to network state changes, and replica controllers
use these events to construct the overall network state. More recently, Open Net-
work Operating System (ONOS) [1] offers an open-source controller that also uses
a publish-subscribe model to enable controllers to behave as a single logical entity.
Other controllers that provide a distributed SDNarchitecture includeKandoo [11],
DISCO [23] and ElastiCon [9]. The challenge of creating a logically centralized con-
troller that integrates with the control of the core network for a future Internet
of Things will introduce new scalability issues in terms of the number of devices
connected and the need to be able to efficiently respond to the rate of change in
network state from nodes (which are unreliable and could also be mobile). These
are non-trivial problems that need to be addressed.

4 Related Work

In the following we present key recent work on both the application of software
defined networking to wireless sensor networks and non-SDN based centralised
management approaches in WSN.
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4.1 Recent Work in Adapting SDN to WSN

To date rather limited research in the area of Software Defined Wireless Sensor
Networks (SD-WSN) has been published in the literature. As indicated in the
introduction, the majority of these proposals is disconnected from previous WSN
research and focuses on issues of SDN that are specific to the core and enterprise
network domains, without consideration for impact on WSN resources. With
few exceptions, the papers do not provide results and overlook what is to these
authors the most important problem in porting SDN to WSN: that the unreliable
links, combined with the low data rate and energy constraints can lead to an
incomplete or inconsistent network model.

Sensor OpenFlow [18] and SDWN [7] are two early adopters of SDN in WSN.
Both papers propose architectures, highlighting potential issues such as what
fields to use for matching rules and how to include additional functionality such
as in-network processing. TinySDN [30] presents a similar architecture, where
the CTP routing protocol is used to build the control path. Some results for
overhead and latency as compared to basic CTP are presented; however, CTP
only provides upward routing (nodes to sink) so it is unclear how the solu-
tion sends forwarding rules to individual nodes. The authors of SDWN have
returned recently with SDN-WISE [10], a state-full WSN SDN controller that
further develops the in-network processing capability. This paper also provides
evaluation of latency and reliability, however the results are not related to con-
trol decisions but only to data packets, therefore the consistency of the central
model is not addressed. Other approaches are by Qin et al. [24] that focuses on
flow scheduling using a genetic algorithm and network calculus, and Jacobsson
and Orfanidis [13], who propose an architecture where each node has a local
controller.

4.2 Non-SDN Centralised Management Approaches

One of the key aspects of SDN is centralised network control. While Sect. 4.1
presented the related work in the field of applying SDN to WSNs, there are also
significant contributions in the area of centralized routing and control for WSN,
which none of the work on SDN for WSN considered. The following section
highlights some of the main works in this area.

Estrin et al. in [22] were the first to point out the short-comings of distrib-
uted control and proposed instead the return to logically centralised control.
Central control can be exerted over all the nodes at once, by disseminating com-
mands, such as in SORA [19], where the network is seen as a price-driven mar-
ketplace. More fined grained approaches that target individual nodes also exist.
For example the CentRoute protocol [27] exploits a multi-tiered network with
devices of heterogeneous performance, where low-capability devices are “herded”
into “flocks” by higher-performance devices, the “shepherds”. Another example
is the Flexible Control Protocol (FCP) which is used in the Koala [21] protocol
suite. Both CentRoute and FCP, (re)compute the network model through peri-
odic, bulk, downloading of data from the entire network and in order to save



290 D. O’Shea et al.

power the network lies dormant (from the point of view of the radio) for long
periods of time and is then woken up by the base station and queried for new
data. Both protocols assume a static topology and the centralised model built is
used to install network routes and in the case of FCP also assigns radio channels
and schedules the wake-up times of nodes along paths. It is important to note
that Koala was found as the closest solution to SDN in WSN, even mentioning
the separation of control and data planes. The paper also provides some results
of the scalability of the central model. However there are several important dif-
ferences - the central model is static (built on demand for each download session)
and it is not used to enforce the optimisation of network parameters. A differ-
ent, more generic, approach is taken with the Hydro protocol [8]. Hydro was the
initial routing protocol for the TinyOS 6LoWPAN stack, only to be replaced
later by RPL. Hydro and RPL both build upward and downward routes using
beacons propagated from the root, and maintain a partial model of the network
in the collection tree root. Hydro builds this global topology database by piggy-
backing statistics on data packets and addresses the need for efficient setup of
peer-to-peer routes within the network, which differentiates it from RPL. To
that extent, Hydro could be compared to OpenFlow in SDN where routes can
be installed into nodes’ forwarding tables which contain a traffic matching rule
and a next hop. Hydro achieves good performance and relatively low control
overhead even under heavy network failures.

5 Conclusions

In this paper we presented a proposal for applying the concept of software defined
networking (SDN) to wireless sensor networks (WSN) and an architecture for
software defined wireless sensor networks (SD-WSN). Our proposal is motivated
by the need for improved management of large WSN deployments in use cases
such as smart buildings and smart cities. WSNs are also a key part of the Inter-
net of Things, which will lead to billions of wireless sensor nodes connected to
the Internet over the next decade. As part of the Internet of Things, the concepts
of multi-user or multi-tenant WSN is emerging, which will lead to virtualised
WSNs similar to what is happening in enterprise or data centre networks. Our
architecture is based on a central controller for the sensor network and a pro-
posal for the split of data and control planes in sensor nodes. We also suggested
how multiple SD-WSN domains, each controlled by a single logical controller,
can be combined into multi-domain SD-WSNs. Implementing SDN for WSN
also facilitates network virtualisation and multi-tenancy in a natural manner.
In order to enable truly software defined WSN, a number of challenges need to
be overcome in order to enable the many opportunities that this concept will
facilitate. We highlighted some of these challenges and opportunities. Finally,
we provided some related work on SD-WSN but also showed that the concept of
centralised control in WSN is not new and that some of the prior work can be
leveraged to solve some of the challenges ahead. We are currently working on a
prototype implementation of our architecture with specific focus on the control
protocols and challenges underlying network virtualisation.
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