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Abstract. We propose an enhanced version of an intra-flow Network
Coding protocol, which was conceived to offer a reliable communication
service, by means of the combination a Random Linear Coding (RLC)
scheme with the UDP protocol. We reduce the overhead that was origi-
nally required in the protocol header and we assess, through an extensive
campaign carried out over the ns-3 framework, the performance gain
that is brought by this enhancement, comparing it to the TCP protocol,
as the mainstream transport-level solution to offer a reliable service. We
study the impact of the various configuration parameters of the solution.
Afterwards, we challenge the proposed scheme over random topologies
(Wireless Mesh Networks or WMNs). The results show a remarkable
gain (approximately 20 times higher) of the performance over an ideal
channel, thanks to the aforementioned overhead reduction.

Keywords: Random linear coding · Network coding · Simulation ·
Wireless mesh networks

1 Introduction

Wireless networks have become the most widespread communication alternative.
The fast roll-out of new technologies, such as LTE, and the strong consolidation
of other alternatives, being WiFi the most outstanding example, together with
the growing presence of advanced end-users devices (smartphones, tablets, etc.),
are some of the main reasons behind this fact.

Despite the evolution that we have witnessed on the access to the Internet,
the most used transport layer protocol, TCP, exhibits a poor performance over
wireless networks. This problem has been tackled by the research community,
which has made a great effort to come up with new approaches to provide a reli-
able end-to-end transport solution suitable for the hostile conditions of wireless
networks. Several proposals have been made, ranging from modifications of the
legacy TCP protocol to novel transport and cross-layer solutions that address
the problem from different perspectives.
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Amongst them, Network Coding (NC) appears as one of the most promising
techniques. Its basic principle is allowing nodes to process and code packets
before sending them again, opposed to the classical store-and-forward paradigm.

In a previous work [9], we studied the joint operation of a Random Linear
Source Coding scheme and the UDP protocol to provide a reliable service over a
single wireless link. The main goal of this paper is to extend that initial contri-
bution; first, we propose an enhancement of such scheme, which allows reducing
the required overhead, since we minimize the information that needs to be sent
for coding and decoding purposes. We analytically study the gain that is brought
by this modification and, afterwards, we use an implementation over the ns-3
platform [1] to validate such analysis and to broaden the comparison. The sim-
ulation results show that the throughput of the proposed solution is remarkably
higher than the one observed with the legacy TCP protocol. In addition, we also
assess the performance of the proposed solution over Wireless Mesh Networks
(WMN), which lead to random topologies.

This paper is structured as follows: Sect. 2 discusses some related works that
address the topics covered herein. Section 3 briefly describes the RLC scheme
and details the proposed enhancement; it also depicts the analytical study of
the throughput over ideal channels. Afterwards, Sect. 4 discusses the results that
were obtained after an extensive simulation campaign carried out over the ns-3
platform to corroborate the previous analysis and to broaden it, considering more
complex network deployments. Finally, Sect. 5 concludes the paper, identifying
a number of issues that will be tackled in our future research.

2 Related Work

TCP was originally designed with the assumption that packet losses were mostly
caused by the congestion of intermediate network routers, which was a sensible
belief, since almost all communications happened over wired links. The little
attention that was paid to other types of errors leads to a remarkable perfor-
mance decrease. In particular, this is the case over WMNs [3], which are believed
to play an important role in the forthcoming wireless networking realm. Their
main limitation comes from the severe impact that wireless communications
(due to the appearance of errors and the interference) might have over the per-
formance.

Several works studied the impact that the error-prone characteristic of wire-
less networks has over the TCP performance [15,18]. In addition, a number of
proposals have been made to overcome the limitations exhibited by TCP over
wireless networks. One of the most promising techniques amongst them is NC.

The term Network Coding was originally coined by Ahlswede et al. in [2].
They discussed the suitability of the classic store-and-forward paradigm in IP
networks, advocating that the integration of some additional functionalities at
the intermediate nodes could yield remarkable performance enhancements. Since
then, several works have proposed the use of this technique, to get either per-
formance enhancements or more reliable communications.
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One of the most relevant contributions is the work presented by Katti
et al. [12]. They proposed the COPE protocol, where the forwarding nodes code
packets that belong to different flows, combining them by means of a simple
XOR operation. They exploited the broadcast nature of the wireless medium,
assuming that the neighboring nodes were able to overhear packets not directly
addressed to them; this would eventually reduce the number of transmissions,
yielding a significant performance gains. However, it has been shown [8] that
when the conditions of the wireless channels are poor, the performance gain of
this approach is not so relevant.

Chachulski et al. proposed in [5] the protocol MAC-independent opportunis-
tic routing protocol (MORE). MORE combines a Random Linear Coding (RLC)
scheme with opportunistic routing; the source combines (codes) information
belonging to the same flow. Besides, the authors also proposed a number of addi-
tional mechanisms to avoid unnecessary retransmissions by the relaying nodes.
Nodes estimate the quality of each link by means of echo messages and, using
this information, they decide whether to forward a packet. However, the authors
did not consider the interplay with any transport protocol, and their analysis is
mostly focused on the lower layers.

The approach fostered by the MORE protocol can be referred to as an intra-
flow coding scheme. There are various works that follow a similar approach:
for instance, [16] demonstrates that by linearly combining various packets, the
maximum capacity bounds for multicast traffic can be assessed. On the other
hand, Ho et al. [11] demonstrated that the use of random linear coefficients over
a finite field was the best solution.

In our previous work [9] we proposed the combined use of RLC and the UDP
protocol. We studied the performance over a single wireless link. In this paper we
extend that initial contribution, by modifying the protocol specifications, so as
to reduce the protocol required overhead, since we avoid transmitting the com-
plete vector of random coefficients, only adding the corresponding (random) seed
within the header. Using such seed, the destination is able to generate the same
random coefficient vector, with which it can decode the original information. We
analytically study the additional gain brought about by this enhancement, using
an approach similar to that of used by Trullols et al. in [17].

This improvement might be rather relevant, since there is an impact of the
finite field size over the system performance. Heidi et al. [10] showed that the
overall complexity and the required overhead increase with the size of the finite
field. In [9] we also concluded that the longer the finite field size the less likely is
to have linearly dependent combinations, leading to a performance boost. How-
ever, there exists a clear trade-off between this improvement and the required
overhead, that might even lead to lower throughputs. With the modification
proposed in this work we make the overhead independent of the size of the
finite field.

A complete different approach is the one by Kim et al. in [13], where they
proposed a reliable solution that combined TCP and NC, the so-called Network
Coded TCP (CTCP). Although they showed that CTPC outperforms the legacy
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TCP, the behavior over networks with large Round Trip Time (RTT) was not
appropriate. They also proposed sending a seed to alleviate the overhead that
would have been otherwise needed for the decoding process, as we propose here-
with.

In a more recent work, Krigslund et al. [14] have proposed an integration
of COPE and MORE, to exploit the benefits brought by each of them. The
intra-flow scheme provides a more reliable communication, reducing the impact
of packet losses over the wireless channel. However, the basic principles of both
schemes are unaltered.

Last, we should also highlight other works that have focused on the improve-
ment of the traditional routing solutions. These, which are usually based on the
shortest route goal, might not lead to the highest performances over wireless
networks. One of the most relevant works in this group, carried out by De Couto
et al. in [6], proposes the Expected Transmission Count (ETX) metric to esti-
mate the quality of the wireless links, to boost the performance over multi-hop
wireless networks.

3 Model and Design

As was already said, in [9] we proposed the combined use of RLC scheme and
the UDP protocol to offer a reliable communication service. In this section we
introduce an enhancement of such solution, allowing the use of larger Galois
Field, GF (2q), and block sizes. We analytically prove the potential gain that
can be achieved with these improvements.

3.1 RLC Protocol

Before depicting the proposed changes we briefly describe the basic operation
of the RLC scheme. At the source, an RLC entity, placed between the IP and
UDP layers, divides the upper layer information, which is stored in its own RLC
transmission buffer, into fixed blocks of K packets. It sends linear combinations
(we refer to them as coded packets) of these K packets belonging to the same
block, which are built according to the following expression p′ =

∑K−1
i=0 ci · pi,

where c = {c0 c1 . . . cK−1} represents the corresponding coefficient vector. It
is worth highlighting that the random coefficients ci are generated from a finite
Galois Field GF (Q = 2q). The procedure followed by the transmitted is depicted
in Fig. 1.

When the destination receives a coded packet, it checks whether the corre-
sponding coefficient vector is linearly independent from the previously received
ones, by appending it to the C(K×K) matrix and performing a rank calculation
operation. In such case, the corresponding coded packet is said to be innovative
and is stored at the RLC reception buffer. When c is linearly dependent, the
packet is silently discarded.

Once the destination has received K innovative packets, it is able to decode
the whole block, obtaining the original information; in addition, it sends an



168 P. Garrido et al.

p0

p1

p2

p3

pK−2

pK−1

pK

pK+1

⊗c0
⊗c1
⊗c2
⊗c3

⊗
cK−2

⊗
cK−1

⊕
p′
i =

∑
ci · pi

B
lo

ck
(K

p
a
ck

et
s)

(∞)

Application Data

IP layer

Fig. 1. Codification procedure at the source node

acknowledgment back to the source node, so that it can remove the corresponding
block and start with the next one. If the acknowledgment was lost, the source
would keep on sending packets of the previous block, which would cause the
destination node to retransmit the corresponding acknowledgments, until the
source realizes it needs to move forward to the next block.

Figure 2 shows the original RLC header, which is divided into two parts. The
first one, with a fixed length of 9-bytes, contains all the information that needs
to be exchanged from the source towards the destination. The second part of
the header carries the corresponding random coefficients (i.e. c), whose length
depends on the particular configuration of the coding processes.

– Type of message (1B): This field indicates the packet type: data packet (‘0’)
or an acknowledgment (‘1’).

– Block Size K (1B): Number of packets per block. The maximum block size is
256, since the latency for larger blocks would be probably too high.

– Galois Field size - GF (Q) (1B): The linear combination coefficients are ran-
domly obtained from the Galois Field GF (Q). In order to carry out the
required operations, we have integrated the M4RIE [4] library into the ns-3
platform; it imposes a limit of Q = 28.

– Fragment Number (2B): This field identifies the block that is being sent by
the source and allows identifying spurious transmissions of an already received
block.
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– UDP source and destination ports (4B): A flow is identified by the source
and destination IP address/UDP port tuples. Since the UDP header is coded,
these ports need to be included in the RLC header.

– Coefficient vector, c (1-256B): Each coefficient, ci, requires q bits and the
header must include all the K coefficients.

T
y
p
e

K q

F
r
a
g
.

P
o
r
t s

r
c

P
o
r
t d

s
t

c
o

c
1

c
k
−

2

c
k
−

1

1B1B1B 2B 2B 2B

- - -

⌈
K·q
8

⌉
B

Fixed (9B) Var. (1-32B)

Fig. 2. Original RLC header

The overall header length in the first version of the protocol was therefore
9 + �K·q

8 �, since all the coefficients need to be transmitted within every coded
packet.

In order to avoid such large overhead, we propose keeping track of the seed
used by the source node to generate the random coefficients by means of a pseudo
random number generator and to actually send such seed in the RLC header,
rather than the complete vector. When the destination node receives a coded
packet it uses the seed to generate the same coefficient vector that the one used
by the source entity. Taking this into account, we propose a new header, which
is depicted in Fig. 3, where we substitute the variable length part of the original
header by a fixed 4-byte field that indicates the random seed. The new header
has a fixed length (no matter the values of K and q are) of 13 bytes.
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Fig. 3. Enhanced RLC header

3.2 Analytical Model

Following an approach similar to the one we already used in [9] we aim at analyt-
ically finding the performance gain brought by the proposed enhancement. We
want to obtain the throughput that is perceived at the RLC layer, i.e. the one
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offered by the UDP protocol, which mostly depends on two main factors: the spu-
rious transmissions (linearly dependent coefficient vectors) and the backwards
acknowledgments that are sent by the destination.

On the first hand, the spurious transmissions are consequence of the trans-
mission of linearly dependent coefficient vectors c, which are silently dropped by
the receiver, as was already said. We can establish their impact over the overall
performance using the model proposed by Trullols-Cruces et al. in [17]. They
derived the probability that a block of K packets can be successfully decoded
after N receptions, as a function of the Galois Field GF (Q) size, as can be seen
in Eq. 1, where PK,Q(K) is the probability of an ideal block transmission, i.e. the
destination node got K innovative packets after K receptions, Eq. (2), without
any spurious transmissions.

PK,Q(N > K) =PK,Q(K)· (1)

·
([

N

N − K

]

Q

+
N−K∑

t=1

(−1)t
(

N

t

)[
N − t

N − K − t

]

Q

)

PK,Q(K) =
QK2

(QK − 1)K
·

K∏

j=1

(

1 − 1
Qj

)

(2)

Therefore, we can calculate the average number of spurious transmissions,
as can be seen in Eq. 3 and the ratio between the number of excess packets and
the overall transmissions, as is shown in Eq. 4. This ratio, ε, is the factor that
jeopardizes the performance, being 0 ≤ ε ≤ 1.

E[N ] =
∞∑

i=N−K

i · PK,Q(i) (3)

ε =
E[N ]

K + E[N ]
(4)

As a second factor, the penalization caused by the acknowledgments sent
by the destination, εack, is expressed as the ratio between the time required to
send such confirmation packet, τack, and the average transmission time of a data
packet, τdata, as defined in Eq. (5). Finally, we can model the goodput, i.e. the
throughput perceived by the application layer, ThputRLC , as shown in Eq. (6).

εACK =
τack

(K + ε) · τdata + τack
(5)

ThputRLC = ThputUDP · (1 − ε) · (1 − εack) (6)

Section 4 discusses the results that are obtained applying this model. We
will study the influence of both finite field and block sizes, i.e. q and k, over the
achieved throughput, both with the original and the enhanced RLC header. This
is of outer relevance to better understand the relationship between the system
performance and configuration of the RLC scheme (block and Galois Field size),
and to assess the gain that is brought by the new proposed coding solution.
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Table 1. Simulation parameters

Feature Value

Physical link IEEE 802.11b (11 Mbps)

Error Model Fixed FER (memoryless)

FER Values [0:0.1:0.6]

RTX IEEE 802.11 1(RLC), 3(TCP)

Transport Layer UDP (NC )/TCP

Application Data Rate Fixed (Saturation)

MTU 1500 Bytes at IP layer

4 Results

In this section we outline the process that was followed to assess the performance
of our proposal. Starting from the analytical model presented in Sect. 3, we
analyze the potential benefits of using larger field (Q = 2q) and block (K) sizes.

Afterwards, we carry out an extensive simulation campaign over the ns-3
simulator to study the performance over the same scenario, allowing us to vali-
date the analytical model. In addition, we exploit the implementation that was
done to evaluate the behavior of the RLC scheme over more complex scenarios
(Wireless Mesh Networks), comparing the achieved throughput (measured at the
received application) with that of exhibited by the traditional reliable transport
protocol, TCP (in particular, using the New Reno [7] version).

Table 1 summarizes the most relevant parameters of the scenario that was
used throughout the simulations. The physical and Medium Access Control
(MAC) layers follow the IEEE 802.11b recommendation. The retransmission
scheme is disabled for the RLC protocol, since it does not provide any addi-
tional gain [9], while we fix a maximum of 3 retransmissions when the legacy
TCP is used. Regarding the application layer at source nodes, we use a constant
transmission rate, ensuring a saturated situation, so that the system bottleneck
stays at the wireless channel.

First, we study the impact of the Galois Field and block sizes, q and K,
respectively, over the system performance. As was already derived from Eqs. 4
and 5, the higher the K, the lower the performance penalization, while when
q gets lower, the probability of having linearly dependent coefficient vectors
increases (more spurious transmissions), with the consequent throughput reduc-
tion. Figures 4a and b show the evolution of these two penalization factors as a
function of both parameters (block and Galois field sizes, K and q, respectively).
Figure 4a yields that the use of a higher q greatly reduces the penalization on the
performance, regardless of the block size. This stresses the relevance of the pro-
posed enhanced header, since it would allow using a higher Galois Field without
requiring an increase of the overhead. On the other hand, Fig. 4b shows that the
acknowledgment penalization is mostly affected by the block size (the influence
of the finite field is rather negligible), and this again would be solved with the
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Fig. 4. RLC performance penalization factors

proposed new header, since in the original scheme, a higher block size would
lead to an increased overhead and the throughput (as will be seen later) could
be even reduced.

In order to complement the previous results, we can analytically establish
the region where the use of the new header format would be worthy, if only
the overhead, and not the penalization factors, was taken into account. If the
previous header had a size of �9 + K·q

8 � bytes, and the new header has a fixed
length of 13 bytes, Eq. 7 establishes the condition in which the use the new
proposed format would lead to a lighter overhead. Figure 5 graphically represents
this region; as can be seen, regardless of the q value, with a block size greater
than 32 packets the new header is always beneficial; in addition, by increasing q
we broaden the range of K values that are worth using.

⌈
K · q

8

⌉

> 4 (7)

Once we have assessed the impact of the new header, we carry out an exten-
sive simulation-based analysis to better understand the behavior of various con-
figurations of the RLC scheme. We deploy two nodes and we represent the
throughput that was observed when using different combinations of q = [2, · · · , 8]
and K = [2, · · · , 256]. Figures 6 and 7 shows the results that were observed for
the original (variable-length) RLC header and for the one proposed in this paper,
respectively. For the former case (see Fig. 6), the impact of both penalization fac-
tors is clearly seen. For a binary Galois Field (q = 1), the performance increases
with K; however, when q > 1, the overhead required to transmit the correspond-
ing coefficients leads to a performance reduction for large K values. As can be
seen, the performance of the RLC scheme surpasses the TCP throughput either
when K > 16 and q ≤ 1, or for K > 4 and q > 2.
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Figure 7 shows the throughput that was observed when the new header was
used; in order to ease the comparison it also includes the curve corresponding
to the original header and q = 1. It is worth highlighting that in this case,
the new format allows maintaining the performance even for K > 64, while
the throughput was severely jeopardized in the original solution. Thanks to this
enhancement, we can take full advantage of the configuration that reduces the
impact of the two aforementioned penalization factors, without increasing the
overhead. The throughput gain, compared with the legacy TCP, under ideal
conditions and for K > 128, is ≈ 18%, regardless of the q value.

Figure 8 shows the throughput that was observed when the quality of the
wireless link between the source and the destination gets worse1. We increase
the FER between 0 and 0.6, and we analyze the behavior of two configurations
of the proposed scheme: q = 1,K = 64 and q = 6,K = 256, since the were
1 For the sake of simplicity, we assume that the acknowledgment messages will never

get lost in the inverse link.
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Fig. 7. Throughput observed for the RLC short header over an ideal single hop trans-
mission

the ones leading to the optimum performance over ideal channels for the short
and long headers, respectively. We can see that the performance of the proposed
scheme is remarkably higher than the one observed when using the traditional
TCP protocol, especially when the conditions of the wireless link are worse
(the throughput is for instance approximately 10 times higher when the FER
is 0.5). The figure also yields that there is not a relevant difference between
the performances assessed with the various configurations of the RLC scheme.
As can be seen, only the configuration with a slight lower throughput is the one
using the original header and the larger Galois Field and block, since the required
header length jeopardizes its performance, as was also seen over the ideal channel
(see Fig. 6).

After assessing the potential benefits of the combination of RLC and UDP to
provide a reliable communication service, and having measured the additional
gain that can be achieved by modifying the original coding scheme, we exploit
the framework that was integrated into the ns-3 simulator in order to study the
performance over wireless mesh networks, which lead to random topologies. In
particular, we consider the characteristics that are enumerated below.

– A square area of 100 m × 100 m.
– 32 Nodes randomly deployed throughout the scenario, following a Poisson

Point Process, i.e. the x and y coordinates are selected with a uniform random
variable between 0 and 100.

– We ensure that all network deployments are connected, discarding those whose
underlying graph does not fulfill this constraint.

– Each node has a coverage area of 20 m, using the well-known disk radius
model.

– We randomly select the source and the destination nodes.
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– We set the quality of the existing links (always with an euclidean distance
lower than 20 m), by means of a FER randomly selected within the interval
[0.0 . . . 0.6].

– The route between the source and the destination is established with the Dijk-
stra algorithm, which minimizes the overall cost, based on the ETX metric.

– We carry out a Monte-Carlo process, by randomly generating 1000 scenarios.

We use the following configuration for the RLC: q = 6 and K = 256. Figure 9
shows the throughput cumulative distribution function (cdf). As can be seen, the
new header brings a performance gain of ≈ 16% as compared with the original
format, while the throughput is ≈ 1.7× the one that was observed for the legacy
TCP protocol.

It is worth highlighting the bad behavior exhibited by TCP either when the
number of hops is increased and when the qualities of the wireless channels get
worse. In fact, TCP is able to successfully finalize the connection (throughput
greater than 0) in only ≈ 40% of the scenarios.

To conclude the analysis, Fig. 10 shows the evolution of the throughput as
a function of the number of hops of the route that is found between the source
and destination nodes. First of all, we can again see the poor behavior exhibited
by TCP when the quality of the wireless channels gets worse; for 1-hop routes,
the performance of the RLC scheme is ≈ 3x the one observed for the legacy
TCP case. On the other hand, the results also yield that the throughput that
was measured with the new RLC header always surpasses the one observed for
the initial RLC implementation.
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5 Conclusions

The use of Network Coding techniques to enhance the performance over wireless
networks has received significant attention during the last years. The related
research has covered various aspects, ranging from the analysis of the efficiency
of coding/decoding procedures to the proposal of novel protocols able to pro-
mote these solutions. Some of the existing proposals belong to the so-called
Intra-flow techniques group, since they are based on performing random linear
combinations of packets that belong to the same data flow. Some of these works
have discussed the relevance of using large Galois Fields for the coding/decoding
purposes.

In a previous work [9], we proposed the combination of a RLC scheme and the
UDP protocol to offer reliable communications over wireless links, and now, we
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propose a modification in the header format to alleviate the required overhead.
Instead of sending the full coefficient vector, we include the random seed that
was used by the source to generate it; this allows having a fixed-length header
and using larger block and Galois Field sizes, K and q, respectively. By means
of an analytical model we have evaluated the impact of the performance and the
influence of K and q; we also assessed the relevance of using larger field sizes,
which is favored by the use of the novel header format.

Afterwards, we have analyzed the performance of the two approaches over a
single wireless link, comparing it with that observed with the legacy TCP pro-
tocol, which always showed much lower performances. The new header allows
keeping the throughput regardless of the block size, while for the initial RLC
scheme a strong reduction was observed. Finally, we have also assessed the per-
formance of the RLC scheme over random network topologies (wireless mesh
networks). We can highlight the low TCP performance over either low quality
links or long routes. The throughput observed for the RLC scheme is, in average,
approximately 1.7 times higher.

This work has also opened some new items that will be taken in our future
research. Special attention will be paid to the integration of the RLC scheme with
opportunistic routing techniques, which have been shown to provide relevant
benefits over wireless mesh networks [5,14]. In addition, we will explore the
possibilities that are brought about if the forwarding nodes take a more active
role, by re-coding the packets previously stored previously.
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