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Abstract. In this paper we present a prototype for a spectrum sensing
node for a cognitive radio sensing network. Our prototype consists of
a custom down-conversion front-end with an RF input frequency range
from 300 MHz to 3 GHz and a Power Spectral Density (PSD) estimation
algorithm implemented on a Virtex-6 Field Programmable Gate Array
(FPGA). The base-band processing part is capable of calculating the
PSD for a bandwidth upto 245.76 MHz achieving a resolution of 60 kHz
and an online variable averaging functionality with a maximum of 32767
averages. Real time performance and calculation of the PSD for real
world signals in the GSM downlink, DECT and the UHF DVB-T bands
is demonstrated.
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1 Introduction

Cognitive radio is an appealing concept for solving the spectrum resource scarcity
problem caused by the current static allocation of frequency bands [1][2]. In
this context, the Primary User (PU) is the licensed user with priority to use
a frequency channel. A Secondary User (SU) is a cognitive user who can reuse
frequency white spaces that are channels unused by PUs. Once a PU transmission
is detected, the SU must leave the used frequency band immediately to avoid
interference. A key requirement for the CR concept is a reliable spectrum sensing
[3] with the aim of robust PU detection.

Multiband spectrum sensing deals with the detection of multiple white spaces
simultaneously. The main advantage is the quick detection of PUs and offering
multiple opportunities to the SU. An important decision metric for multiband
detection is the PSD, that describes the average density of the power distribution
within the detection bandwidth.

This paper deals with design, implementation and experimental deployment
of a spectrum sensing node prototype. The future goal is the hardware implemen-
tation of a multiband distributed spectrum sensing network, where cooperative

© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
M. Weichold et al. (Eds.): CROWNCOM 2015, LNICST 156, pp. 391-404, 2015.
DOI: 10.1007/978-3-319-24540-9_32



392 A. Elsokary et al.

detection takes place between all nodes. Each node contains a flexible front-end
and a bank of sensing algorithms for decision evaluation. The realized sensing
node in this paper consists of a customized RF front-end and a PSD evaluation
implemented on FPGA. The system diagram is shown in Fig. 1.
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Fig. 1. Frontend connected to the base-band processing.

The main goal is the optimization of the sensing speed and the evaluation
in practical scenarios. Our prototype shows a sensitivity of -107 dBm and a
bandwidth of 245.76 MHz with a frequency resolution of 60 kHz. Economic use
of target FPGA resources was achieved through optimization of arithmetic and
memory operations. The RF front-end covers an RF input frequency range from
300 MHz up to 3 GHz. The flexibility in the hardware prototype is achieved
through the reconfiguration of parameters such as averaging and windowing in
real time, and a tunable external local oscillator to select the target frequency
band during operation. The prototype is tested and verified in realistic scenarios.

2 PSD Evaluation

The PSD is evaluated by averaging over several periodograms. This reduces the
estimation error as more averages are taken [4]. The periodogram is the squared
magnitude of the Discrete Fourier Transform (DFT) of the received signal. The
L-point DFT of a discrete time domain vector x of length L is calculated as
follows:

L—1
Xe=Y an)~F" k=0,1,..,L -1 (1)

n=0
A window function is used to reduce spectral leakage, on the other hand it
degrades the frequency resolution. Different window functions that offer different
trades between resolution and leakage reduction are available [5]. In this paper,
we use the Blackman window as it offers the highest sidelobe suppression. The

modified periodogram calculation becomes

L-1 ‘
Xe=Y wmn)ea(n) "t k=0,1,...L 1, (2)
n=0

where w is the window function of size L.
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The PSD is estimated by

1 Nuvgfl 9
P= X
N 2 X (3)
< m=0
where
) ~ ~
| X [, = Re{Xp}? + Im{X,,}?, (4)

X ={Xo,X1,X5,..X;_1}.

This is a special case of the Welch estimator described in [4] where there
is no overlap between the time domain signals used to calculate the averaged
periodograms.

3 Implementation Methodology

This section discusses the implementation of the PSD evaluation on the FPGA
and the performed optimization to operate at the target clock frequency while
choosing the precision to achieve a high sensitivity. In this section, D refers
to the complex data path between the consecutive arithmetic blocks. F' denotes
complex signals that get stored in a First In First Out (FIFO) memory. Complex
in this context implies the concatenation of the real and imaginary parts of
the signal. Each block is enabled by a 1-bit signal en, it issues a signal valid
when it starts to stream its output into the following block. L refers to the
Fast Fourier Transform (FFT) size and Ny, refers to the number of calculated
spectral averages. A delay of m clock cycles is denoted by z~.

3.1 Main Building Blocks

A block diagram of the calculation is shown in Fig. 2. The DFT is practically real-
ized using the FFT. A window function is applied to the FFT to reduce spectral
leakage. The FFT is followed by magnitude evaluation and reordering that per-
forms the bit reversed indexing of the FFT output to show the PSD in natural
order of the frequency bins. This is followed by averaging of the calculated PSD
for a user selected number of averages. The implementation is done in VHDL with
generic parameters for each module for PSD calculation. This enables manual opti-
mization and achieving an improved performance on the FPGA. Xilinx ISE 14.5
was used for synthesis and bit file generation for the FPGA.

in FFT Reorder H Avg. |->0ut

Fig. 2. Block diagram for PSD evaluation.




394 A. Elsokary et al.

3.2 Fast Fourier Transform

An FFT was designed based on the radix-22 architecture. The radix-22 algorithm
introduced in [6] offers a simple butterfly structure similar to the radix-2 algo-
rithm and a low number of multipliers similar to the radix-4. This technique was
used in our design to conserve area and reduce complexity. Single-path Delay
Feedback (SDF) architecture is used to reduce the control complexity and mem-
ory requirements. The implementation methodology in [7] was used for the FFT
implementation, where we use arithmetic optimization and extended pipelining
to increase clock frequency. Fig. 3 shows the block diagram of the FFT.

‘| stage r }"Dout

stage 0 stage 1

Fig. 3. Block diagram of the FFT unit.

It consists of consecutive stages where each stage comprises two butterfly
calculation units (BFI, BFII) and a complex multiplier to carry out the twiddle
factor multiplications. Twiddle factors are the complex factors multiplied by
the input samples in the DFT calculation. The number of stages r is equal to
[log, L]. The last stage does not contain a multiplier and contains only one
butterfly (BFI) when the FFT length is an odd power of 2. When the length is
an even power of 2, it contains both BFI and BFII.

Butterfly Unit. The difference between the two butterfly units is the BFII
multiplication by —j which is carried by multiplexers to swap the real and imag-
inary parts. The structure of BFII is shown in Fig. 4. The selection lines to the
multiplexers from the control unit choose the samples that are multiplied by —j.
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Fig. 4. Butterfly unit BFII.




A Hardware Prototype of a Flexible Spectrum Sensing Node 395

Twiddle Factor Multiplication. The twiddle factors were pre-calculated and
stored in ROMs on the FPGA. A MATLAB script was written to write the ROM
initialization file for a generic FFT length and precision. The method for the pre-
calculation was mentioned in [7]. Each stage k has a ROM of size N/22*. The
implemented complex multiplier for that purpose is shown in Fig. 5. The complex
multiplier was fully pipelined to achieve a minimum critical path delay. The real
multipliers need three pipeline levels.

Re{in} _zfz_

Real {out}

. 25
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»
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|
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Fig. 5. Twiddle factor multiplier implementation.

3.3 Reordering Unit

The reordering unit was designed according to the methodology shown in [§].
The design uses consecutive stages each with a memory feedback for reordering.
It achieves a lower clock cycle delay than direct reordering schemes that use
simple storing in a RAM and manipulating the read address.

3.4 Magnitude Evaluation Unit

This unit was realized by two multipliers and an adder, for performing addition
of the squared real and imaginary parts of the calculated FFT according to

Eq. (4).

3.5 Averaging Unit

An array accumulator was designed to perform the spectral averaging while
streaming the input PSD frames continuously. The control structure is shown in
Fig. 6. The first counter of size log, L counts the output PSD points. The second
counter of size 10gy Navg,mas counts the number of accumulations. Resetting the
FIFO is accomplished by adding 0 to the incoming frame to replace the current
stored accumulation value.
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Fig. 6. Implementation of the averaging unit.

The critical path delay introduced by the large adder was reduced using a
conventional technique described in [9]. It is achieved by replicating the feedback
path into two partial accumulators and pipelining them through the carry bit.
It was used in our design where the registers in the partial accumulators were
extended to FIFO buffers in the feedback, where each FIFO stores half of the
bits of the accumulated PSD frame. In Fig. 7, an example of the structure for a
4-bit accumulator is given.

515 54535,
2
c
1
—

Fig. 7. Pipelined averaging to reduce the adder critical path delay.

3.6 Arithmetic Operations

The arithmetic operations were optimized by exploiting the upper bounds for
the expected intermediate calculations for the economic use of the arithmetic
resources. The fixed point format [10] was used for the representation of the
signal values. The notation Q(1,1, f) refers to a fixed point format where the
number is a signed number and ¢ bits are assigned to the integer part and f bits
to the fractional part.

Fig.[8-10] show the format used for the window function, butterfly additions
and twiddle factor multiplications, respectively. The operator ¢r(n) refers to the
truncation of n Least Significant Bits (LSBs). A division by 2 to avoid overflow
was realized by a shift-right after the butterfly addition. The multipliers on the
target FPGA operate on 25 x 18 bit operands [11]. Therefore, a bit size of 25
bits was chosen for each of the real and imaginary parts of D to use an optimum
number of multipliers achieving the desired sensitivity.
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Q(1,0, 13)

D spc(n)

Q(L.0,24)
Dom
Q(0.0, 12)

w(n)

Fig. 8. Number format for the window function multiplication.
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Q(1,0,24)

Fig. 9. Number format for the butterfly additions.

Q(1,0,24) Q(1.0,42)  Q(1,0,24)

Fig. 10. Number format for the twiddle factor multiplication.

Fig. 11 shows the format used for the squaring and accumulation operations.
sxt(n) refers to sign extension by n bits. No truncation is performed to preserve
the sensitivity. Therefore, the implemented accumulator needs a sign extension
by logs (Navg,maz + 1) bits to avoid overflow.

Q(1.0,24)

Im{D,_}

mnS
Fig. 11. Number format for magnitude evaluation and accumulation.

3.7 Memory Optimization

To realize large depth FIFO buffers in the data path, the buffer implementation
was optimized to achieve a low routing delay on the FPGA. As using a large
number of slice registers results in high routing path delay, RAM resources were
used instead. The idea was mentioned in [12] as a RAM based shift register.
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For each buffer, a Dual Port RAM (DPRAM) was used with custom manipu-
lation of the read and write address for the two ports to realize a FIFO function-
ality. A read before write scheme was used for the RAM implementation. Fig. 12
shows the control scheme for the addresses for the two RAM ports, where d is
the desired FIFO depth.

DPRAM
din_1
add 2
add 1
counter we

Ie_. F

dout 2 | ou

\ 4
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Fig. 12. Realization of a FIFO memory using RAM

4 Sensing Node
4.1 Analog Front-End

As shown in Fig. 1, the front-end used in this work is based on an up/down-
heterodyne architecture. It is capable of converting an input RF frequency range
from 300 MHz to 3 GHz into the base-band. The dedicated front-end relies on
external local oscillator sources and provides a base-band bandwidth of 100 MHz
per I and Q channel. A detailed description of the analog front-end is given in
[13]. For all the real world tests, a discone omni-directional antenna (frequency
range 300 MHz to 3 GHz) was connected to the front-end. The front-end is
followed by a dual channel Analog to Digital Converter (ADC) on the FMC150
evaluation board that provides the digital input of I and Q channels for the
Virtex-6 FPGA.

4.2 Base-Band Processing

The block diagram of the base-band processing for the implemented prototype
is shown in Fig. 13. The Chipscope software communicates with the Integrated
Logic Analyzer (ILA) [14] and Virtual Input Output (VIO) [15] Xilinx cores.
A software interface was written to control Chipscope from MATLAB to update
VIO with the user options for averaging and windowing, and to visualize the
output in real time.

The communication speed between the FPGA and the PC was the bottleneck
for the update rate (approx. 1 s) to the PC due to the JTAG interface used by
Chipscope. However, this only affects the data display update rate and not the
calculation speed, as some calculated data has to be discarded to cope with the
limited communication buffer size. In a real system, the communication between
the sensing nodes can be implemented with a higher data throughput than JTAG
to assist decision making speed.
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Fig. 13. Block diagram for base-band processing for the sensing node.

4.3 Overview of the Hardware Results

The detection performance is shown in Table 1. The target clock frequency is
245.76 MHz to operate in streaming mode from the ADC. For the FFT size of
4096, the Place And Route (PAR) process estimated a maximum clock frequency
of 262 MHz.

Table 1. Detection performance

Parameter Value

fs 245.76 MHz
Resolution 60 kHz
FFT size 4096

Calculation time
/clock cycle
fclk,maz (PAR) 262 MHz

10204 + 4096 x Navg

The FPGA resource utilization is shown in Table 2. The low usage of the
DSP48E1 slices is a result of the performed arithmetic optimization. The RAM
resources were used to realize the ROM units used for storing the twiddle factors,
and to realize large delays in the data path for optimum performance. The RAM
resources used for buffering the output data to the PC are not shown.

Table 2. Design FPGA resource utilization (map results)

Resource Number| Utilization(%)
used XC6VLX240T-1

DSP48E1 slices |26 3.3

RAM36K 25 6

RAMI18K 15 1

Logic Slices 1496 4
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4.4 Comparison with Other Prototypes

Comparison with two other published platforms that use an FPGA based calcu-
lation of the PSD for spectrum sensing is shown in Table 3. Our design achieves
superior performance regarding sensing bandwidth and calculation time. In [16],
an extra overhead for using a soft processor core for control on the Spartan-6
FPGA and streaming from a low frequency ADC could have affected the detec-
tion time. Compared to [17], the use of custom arithmetic units and memory
functions in this work helped to achieve a higher performance.

Table 3. Comparison with existing platforms

Platform felk bandwidth |resolution |calculation

(MHz) |(MHz) (kHz) time(ms)
This work|245.76 [245.76 60 0.042 4 0.017Ngug
[16] 12.8 12.8 25 0.54(Navg=10)
[17] 125 625 122 N/A

5 Real Time Testing

5.1 Detection of DVB-T Signals

The detector was tested in the UHF digital TV band for a bandwidth of 245.76
MHz around a central frequency of 580 MHz. The TV signals in the received
bandwidth can clearly be observed as shown in Fig. 14.
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Fig.14. PSD output from the FPGA based PSD calculation. A ripple in the noise
floor is observed. The calculation is performed using 100 averages.

This measurement is done for N4,y = 100. A ripple in the noise floor can be
noticed due to the frequency response of the front-end. This ripple was calibrated
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by disconnecting the antenna, recording the PSD for 32767 averages and dividing
the calculated PSDs by the corresponding noise power for each bin.

The result of that calibration is shown in Fig. 15. The three 8 MHz wideband
signals at carrier frequencies 482 MHz, 626 MHz and 650 MHz are the DVB-
T channels 22, 40 and 43 respectively which are received in the city of Ulm
[18]. Image signals due to IQ mismatch can be also seen at 18 dB below the
corresponding signal powers. Digital calibration to compensate the IQ mistmatch
is a remaining future task.

AP /dB

450 500 550 600 650 700
f/MHz
Fig. 15. Calibrated PSD output to achieve a flat noise floor. The calculation is per-

formed using 100 averages. Three TV channels can be observed at 482 MHz, 626 MHz
and 650 MHz with their corresponding image signals, with 18 dB image suppression.

5.2 Detection of Signals in the Band from 1788 to 2033 MHz

To assess the detection speed, the prototype was tested in the frequency range
1788 to 2033 MHz which contains two known signals which apply frequency
hopping; Global System for Mobile communication (GSM) downlink and Digital
Enhanced Cordless Telecommunications (DECT) signals.

GSM downlink signals apply frequency hopping with time slots equal to 576.9
us according to [19]. DECT phone signals in the band from 1880 to 1900 MHz
have 5 ms frames [20]. Fig. 16 shows the spectrogram that is displayed real time
from the FPGA calculation.

The detection time here is 1.76 ms for Ny, = 100. The frequency hopping
of DECT signals can be distinguished more clearly than GSM downlink signals
which exhibit faster changes. Image signals from high power DECT signals can
also be seen approx. 18 dB below the corresponding signal powers.

5.3 Sensitivity

To assess the sensitivity, a sinusoidal signal with adjustable power is connected
to the RF front-end’s input. The central frequency was set to 580 MHz. The
signal is generated at 600 MHz. It mimics a narrowband low power carrier in
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Fig. 16. Spectrogram for the band from 1788 to 2033 MHz for a duration 100 seconds.
The update rate is 1 PSD measurement /s. GSM downlink signals can be observed
as well as frequency hopping of DECT phone signals. Images of DECT phone signals
appear due to IQ mismatch

the TV band. By taking 32000 spectral averages, the lower bound for detection
was -107 dBm. The result is shown in Fig. 17. We can clearly distinguish two
peaks, at 580 MHz and 600 MHz respectively. The peak at 580 MHz is due to
the DC offset of the ADC.

2
15}
1t DC
5 05 offset|  test signal
& @-107 dBm
0 L
-0.5
450 500 550 600 650 700

f/ MHz

Fig. 17. Sensitivity test on a sinusoidal signal with input power -107 dBm and f = 600
MHz. Nayg is set to 32000.

The IEEE 802.22 standard for Wireless Regional Area Networks (WRAN)
requires a sensitivity of -107 dBm for a signal within a 200 kHz bandwidth
[21]. As the PSD is calculated at a resolution bandwidth of 60 kHz, the system
needs to be sensitive to a -112 dBm sinusoidal signal to meet the standard
for microphone signals. The sensitivity is limited so far by the fairly high noise
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figure of the front-end [13], which is due to an unexpected reduced gain in the up-
conversion stage as well as due to the losses introduced through the realization
into a single module. A future re-design, including a low loss input BALUN
as well as a re-design of the high-IF filter is expected to further improve the
sensitivity of the system by lowering the front-end noise figure.

6 Conclusion and Future Work

In this paper, the design, implementation and real time testing of a sensing
node that calculates the PSD are shown. A MATLAB based interface controls
the FPGA design and displays the calculated PSD in real-time. The flexibility
of the node is demonstrated for spectrum sensing in different frequency bands
with different averaging options. The RF front-end down-converts signals in the
range of 300 MHz to 3 GHz to baseband. The achieved baseband detection
bandwidth is 245.76 MHz, with a frequency resolution of 60 kHz. The detection
is tested on UHF TV signals, GSM downlink signals and DECT phone signals.
A sensitivity test is performed and the node was able to detect signals at -107
dBm. Future work includes digital IQ mismatch compensation that is needed to
cancel the image signals that appear during testing. Moreover, the noise figure of
the front-end needs to be lowered in order to achieve a higher sensitivity. More
integration is targeted by incorporating the local oscillators in the front-end
chip, and implementation of wideband frequency sweeping over the full range of
the front-end RF bandwidth. The next step is the decision implementation on
FPGA and the deployment of several sensing nodes for evaluation of detection
algorithms in collaborative sensing scenarios.

Acknowledgement. This project is partially funded by the German Research Foun-
dation (DFG) under grant no. VA941/1-1.
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