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Abstract. In opportunistic spectrum access communication systems, secondary 
users (SUs) exploit the spectrum holes not used by the primary users (PUs) and 
cease their transmissions whenever primary users reuse their spectrum bands. 
To study the mean time an SU spends in the system we propose a discrete-time 
multi-server access model. Since periodic sensing is commonly used to protect 
the PU, discrete-time models are more convenient to analyze the performance 
of the SU system. Additionally, a multi-server access model is assumed in order 
to give the SU the capability to access a channel that is not occupied by a PU or 
any other SUs. We derive the probability generating function of the number of 
connections in the system. Then we derive a formula for the mean response 
time of an SU. In the numerical results we show the relationship between the 
mean response time and the SU traffic intensity. In addition we show the effect 
of changing the number of channels in the system and the PU traffic intensity 
on the mean response time of an SU. 
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1 Introduction 

The conventional static spectrum access policy had caused a paradoxical spectrum 
scarcity problem. Although some bands are rarely accessed by their licensed holders, 
some other bands (e.g. ISM band) are overloaded with traffic [1]. In order to properly 
manage the problem, another newly dynamic policy is proposed. One of the most 
appealing models of the new dynamic policy is the opportunistic spectrum access 
(OSA) model [1]. In the OSA model, unlicensed users (called secondary users or 
SUs) access the frequency bands owned by the licensed users (called primary users or 
PUs) only when the PUs do not use their frequency bands and cease their connections 
when the PUs reuse their channels. In order to realize the OSA model with both ac-
ceptable PU protection and SU performance, the SU should be able to perform the 
following main spectrum management functionalities: spectrum sensing, spectrum 
decision, spectrum sharing, and spectrum mobility [1],[2].   

In literature, there exists a rich body of research works analyzing the performance of 
OSA systems employing queueing. These works can be classified into continuous-time 
models and discrete-time models. In continuous-time models, e.g. [3]-[7], opportunities 
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can be exploited whenever they appear in the time axis. PUs and SUs can start their con-
nection at any time and depart the system at any time. However, in discrete-time models, 
e.g. [8]-[13], the time axis is divided into equal time slots. Primary or secondary users are 
allowed to access the system (i.e., start their connections or transmissions) only at the 
beginning of a time slot. Although continuous-time models are easier in analysis, dis-
crete-time models are more realistic for OSA systems. This is because an SU usually has 
one transceiver to either detect the PU or transmit its data. As a result, the most common 
protocol is to perform periodic sensing to detect the PU, then transmit the data in between 
the sensing periods if a spectrum hole is available.  

The models analyzing the performance of OSA systems can also be classified into 
single-server access and multi-server access models. In single-server-access models, 
e.g. [12],[14]-[17], SUs access a certain channel based on a probability profile or a 
deterministic profile. If there is no PU accessing the channel, then all SUs accessing 
the same channel either contend on the channel using conventional MAC protocols or 
queue until they have the right to start their transmissions. However, in multi-server-
access models, SUs access only the channels that have no PUs or any other SUs ac-
cessing them at the moment (i.e., completely idle). If there is a buffer in multi-server 
access models it will be a single global buffer for all the channels instead of a local 
buffer at each channel as in single-server access models. 

Since there is an abundance of single-server discrete-time queueing literature, most 
papers in OSA working with discrete-time models are restricted to single-server 
access, e.g. [9],[10],[12],[13]. To the best of the authors’ knowledge, the only dis-
crete-time model applying multi-server access is [11]. However, [11] is with no buf-
fer. That meant higher forced termination probability for the ongoing SU connections. 
In this paper, we present a discrete-time model with multi-server access but with an 
infinite buffer. The infinite buffer vanishes the forced termination probability but with 
the cost of increasing the delay of some connections. One of the main objectives of 
the paper is to study the mean time in system of an SU connection and its relation 
with different parameters, namely, the overall SU traffic, the number of channels in 
the system and the PU traffic. 

In [18],[19], Bruneel and Laevens investigated the discrete-time queueing analysis 
of an infinite buffer multi-server system with the number of available servers chang-
ing randomly over time. The queueing analysis was in terms of the probability gene-
rating function (PGF) of the system contents [18] and the PGF of the delay [19]. They 
assumed general i.i.d bulk arrivals for the number of arrivals during a single time slot. 
A single arrival is a packet, where a packet constitutes the amount of data transmitted 
in a single time slot. In this paper, we utilize the model already available in [18],[19], 
however, we extend the model to be applied to users whose connection is constituted 
of a geometric number of packets instead of the deterministic service time assumed in 
[18],[19]. 

2 System Model 

2.1 Primary Network  

We assume a primary network with multiple PUs and a PU base station (PU-BS). The 
PUs are working on a frequency band that is equally divided into ܯ homogeneous 
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channels. The network is time-slotted with all PUs synchronized to the same time slot 
structure with the help of the PU-BS. That is, any PU can only access a channel at the 
beginning of a time slot.  

It is assumed that the occupation of the channels by PUs is independent and identi-
cally distributed (i.i.d). Among adjacent time slots, the PU activity is assumed to be 
independent, i.e., the state of the primary activity in a certain time slot is independent 
of the state of the primary activity on that channel in previous time slots. We assume 
that the probability to have channel ݅ occupied by a PU at time slot ݊ is a constant 
probability ݌.  

2.2 Secondary Network 

We assume a centralized network of SUs which have capability to exploit the time 
slots not used by PUs in the ܯ-channel band. SUs must first synchronize to the time 
slot structure of the PU network. With the SU network thoroughly synchronized to the 
PU network, SUs can sense the PU activity at the channels only at the beginning of 
the time slot. In this paper, we assume that, at each time slot, all SUs see the same 
spectrum opportunities and that the sensing results are perfect. In addition, any sens-
ing overhead or delay is neglected.  

We assume that SUs connection requests arrive to the SU base station (SU-BS) as 
a Poisson process with an arrival rate ߣ. If there is a channel available to the incoming 
request, it immediately uses that channel. If no channel is available, the SU request is 
saved in an infinite buffer at the SU-BS. Whenever one channel or more become 
available, the SU-BS assigns available channels to the requests waiting in the buffer 
in a first come first serve (FCFS) discipline. The length of the SU connection is as-
sumed to be a random variable with a geometric distribution for the number of pack-
ets. A packet is the amount of data transmitted in a single time slot. The average 
length of the SU connection is assumed to be 1 ⁄ݏ . We assume that each SU is 
equipped with one transceiver, thus, each SU connection is assigned to at most one 
channel at a time. 

 If an SU is using a channel at a certain time slot and a PU occupies the channel on 
the next time slot, then if the SU connection has still some remaining packets not 
transmitted, the SU immediately switches to another available channel. This is called 
the handoff process. If no other channel is available, this indicates the failure of the 
handoff process. However, instead of dropping the failed-handoff connection, we 
propose suspending the SU connection while keeping a request at the infinite buffer in 
the SU-BS to complete the connection. The position of that request in the buffer is 
based on the timing the SU sent its request to the SU-BS as a new arrival (i.e., when it 
first entered the system). Priority is always given to the request with the earliest arriv-
al time as a new connection. By doing so, priority is given to interrupted connections 
over newly coming ones. This is often desirable in communication systems, as more 
delay in an ongoing connection is more annoying for the user than the delay encoun-
tered before the connection is setup.  

In this paper, we also make the assumption that arrivals at a certain time slot can-
not be transmitted before the next time slot. 
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3 System Analysis 

In this paper, we use the same analysis in [18] to model an OSA network with respect 
to the performance of SUs. However, instead of assuming the user’s connection as a 
single packet [18],[19], by a single and simple tweak we extend the model to be ap-
plied to users whose connection is constituted of a geometric number of packets. 

The discrete-time system they investigated can be described in detail as follows. 
They assumed general i.i.d bulk arrivals with a PGF ܣሺݖሻ for the number of packets 
arriving during a single time slot. In addition, they assumed a general i.i.d distribution 
for the number of available servers during a single time slot with a PGF ܥሺݖሻ, where 
transitions in the number of available servers can only occur at the boundaries be-
tween consecutive slots. Additionally, they put the assumption that packets arriving in 
a particular time slot cannot be transmitted during this same slot.  

Given that the mean bulk size തܽ is less than the mean number of available servers ܿҧ, the analysis yields the following expression of the steady state PGF of the system 
contents, ܸሺݖሻ ൌ  ሺ௖ҧି௔തሻ஺ሺ௭ሻሺ௭ିଵሻ௭ಾି௭ಾ஼൫ଵ ௭ൗ ൯஺ሺ௭ሻ ∏ ௭ି௭೔ଵି௭೔ெିଵ௜ୀଵ   , 

where ܯ is the maximum number of available servers during a time slot, and ݖ௜’s are 
the zeros of the denominator excluding ݖ଴ ൌ 1, i.e., ݖ௜’s are all the roots (except ݖ଴ ൌ 1) of the complex equation  ݖெ െ ൫1ܥெݖ ൗݖ ൯ܣሺݖሻ ൌ 0 . 

Since we assume Poisson arrival bulks, we have  ܣሺݖሻ ൌ  ݁ିఒೞሺଵି௭ሻ , 
where ߣ௦ ൌ  Δܶ is the mean number of secondary arrivals during a single slot and Δܶߣ
is the time slot duration. Additionally, since we assume i.i.d Bernoulli PU occupation 
of the channels with probability of occupation ݌ in a time slot, the PGF of the number 
of available channels during a time slot, denoted ܥሖ ሺݖሻ, can be expressed as ܥሖ ሺݖሻ ൌ ሾሺ1 െ ሻݍ ൅  , ሿெݖݍ
where ݍ ൌ 1 െ  .݌

Since the service time of a packet in [18],[19] was a single time slot, the PGF of 
the number of available servers during a single time slot ܥሺݖሻ therein played the role 
of describing the number of  actual departures at the end of each time slot. However, 
in this paper, we aim at extending the model to geometric service time. That means 
that the number of available servers only describes the number of potential departures 
in a time slot. In order to describe the number of actual departures during a time slot 
in the new model we must include the parameter ݏ of the geometric distribution  
of number of packets in a connection (i.e., the service time). Thus, for the case of 
geometric number of packets of each connection, the PGF of the number of depar-
tures during a time slot can be described as 
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ሻݖሺܥ ൌ ሾሺ1 െ ሻݏݍ ൅  . ሿெݖݏݍ
Accordingly, by applying the same analysis in [18], the PGF of the steady state num-
ber of users in the system can be described as ܸሺݖሻ ൌ  ሺெ௤௦ିఒೞሻሺ௭ିଵሻ௭ಾ௘ഊೞሺభష೥ሻିሾሺଵି௤௦ሻ௭ା௤௦ሿಾ ∏ ௭ି௭೔ଵି௭೔ெିଵ௜ୀଵ  , 
provided that ݏݍܯ ൐ ଴ݖ ௜’s are all the roots (exceptݖ ௦, whereߣ ൌ 1) of the complex 
equation  ݖெ݁ఒೞሺଵି௭ሻ െ ሾሺ1 െ ݖሻݏݍ ൅ ሿெݏݍ ൌ 0 . (1) 

4 Performance Analysis 

In this section, we compute the mean response time of an SU connection in the sys-
tem. The response time is defined as the total time an SU connection spends in the 
system. Because we assume that an arriving connection cannot depart in the same 
time slot it came in, the calculation of the response time is divided into two parts. 
Starting from the time instant the SU arrived to the system, the first part of the re-
sponse time is the time until the next time slot. Then, from the beginning of that time 
slot until the departure of the SU is the second part. The mean value of the first part is Δܶ 2⁄ . For the second part, we calculate it by using Little’s theorem as follows. The 
mean number of connections in the system can be computed from the PGF by calcu-
lating ܸᇱሺ1ሻ. The expression for ܸᇱሺ1ሻ is found in [19] to be, ܸᇱሺ1ሻ ൌ ∑ ଵଵି௭೔ெିଵ௜ୀଵ െ ܯ ൅ ᇱሺ1ሻܣ ൅ ஺ᇲᇲሺଵሻା஼ᇲᇲሺଵሻାଶ஼ᇲሺଵሻቀଵି஺ᇲሺଵሻቁଶ൫஼ᇲሺଵሻି஺ᇲሺଵሻ൯  . 
For our model, we have ܣᇱሺ1ሻ ൌ ᇱᇱሺ1ሻܣ ,௦ߣ ൌ ᇱሺ1ሻܥ ,௦ଶߣ ൌ ᇱᇱሺ1ሻܥ and ,ݏݍܯ ൌܯሺܯ െ 1ሻሺݏݍሻଶ. Then, by using Little’s result, the second part of the mean response 
time can be expressed as ሾܸᇱሺ1ሻ ⁄ᇱሺ1ሻܣ ሿ Δܶ. Hence, the mean SU response time can 
be expressed as 

mean SU response timeൌ ቀଵଶ ൅ ௏ᇲሺଵሻ஺ᇲሺଵሻቁ Δܶ . 
5 Numerical Results 

To illustrate the above analysis, we present the following numerical example to study 
the mean SU response time vs. the effective SU traffic intensity ܫ ൌ തܽ ܿҧ⁄ . We consider 
two scenarios. In the first scenario, the PU traffic is fixed while the maximum number 
of available channels is varied. In the second scenario, the maximum number of avail-
able channels is fixed while PU traffic is changed. We note that in order to find all the 
roots of (1), we replaced the right hand side with the 50th degree Taylor polynomial, 
then solved the resulting polynomial equation. 



386 I.A.A. Maksoud and S.I. Rabia 

5.1 Scenario 1 

Fig.1 shows the relation between the SU mean response time and the SU effective 
traffic intensity with a fixed PU probability of time-slot occupation ݌ ൌ 0.5. The 
mean number of packets in an SU connection is assumed to be 4 packets. The relation 
is drawn for different number of channels, namely, 4,8,12 and 16 channels. The figure 
obviously shows that the mean SU response time is nearly stable until SU traffic in-
tensity ൎ 0.7. However, afterwards the mean response time increases rapidly as we 
approach the instability region (i.e., തܽ ൒ ܿҧ). As expected, increasing the number of 
available channels decreases the mean SU response time. Additionally, increasing the 
number of available channels widens the interval for which the mean SU response 
time is stable and makes the curve more acute. 
 

 

Fig. 1. SU mean response time vs. SU effective traffic intensity for different number of chan-
nels in the system. 

5.2 Scenario 2 

Fig.2 shows the relation between the SU mean response time and the SU effective 
traffic intensity with a fixed maximum number of available channels ܯ ൌ 12. As in 
scenario 1, the mean number of packets in an SU connection is assumed to be 4 pack-
ets. The relation is drawn for different PU traffic activity. Namely, the probability of 
PU time-slot occupation ݌ is taking the values 0.2, 0.4, 0.6 and 0.8. Expectedly, the 
figure shows an increase of the mean SU response time as the primary traffic  
increases. 
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