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Abstract. Privacy protection has become a crucial issue in the informa-
tion era. In recent years, many protocols have been developed to accom-
plish computational tasks collaboratively without revealing the partic-
ipants’ private data. However, developing protocols for each individual
application would not be practical. The more natural and efficient app-
roach would be utilizing basic protocols as building blocks for the con-
struction of complex protocol.

In this paper, we proposed the concept of t-certified protocols, which
are protocols that are secure when t parties are under the influence of
a semi-honest adversary. A composition theorem is given to specify the
conditions for secure composition of t-certified protocols, and a frame-
work for constructing complex protocols is developed.

We have adopted an information theoretical approach, and believe
that it will be a viable alternative to the classic simulator approach,
which is based on the concept of indistinguishability between the ideal
model and the real model.

Keywords: Privacy-preserving computation · Secure multiparty
computation · Protocol composition

1 Introduction

With the advancements in network and storage technology, massive databases
are distributed all over the Internet, and methods for performing collaborative
computational tasks between these databases while retaining privacy has gained
a great deal of attention in recent years.

The concept of secure two-party computation was proposed by Yao [1] and
extended to the multi-party case by Goldreich et al. [2]. It was shown that the
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secure computation of general computable functions is theoretically possible, and
protocols for computing fundamental operations has also been proposed, such
as Yao’s garbled circuit [2]. Currently, the most adopted approach for comput-
ing complex functions is by combining several secure protocols together, but the
composition of protocols was shown to be not necessarily secure [3]. Methods
for secure composition of protocols have been proposed and extensively inves-
tigated [4–8]. One example is the Protocol Composition Logic (PCL), which is
a logic-based method. The PCL can be applied to prove security properties of
network protocols [9], supporting compositional reasoning on both parallel and
sequential composition of protocols [10]. Although these methods provides a for-
mal foundation for the security verification of the composition of protocols, the
process is rather complex, and hard to apply in practice.

In this paper, we will focus on sequential composition [11], which is the
scenario where each new execution begins immediately after the previous one
terminates. We proposed the concept of t-certified protocols, which are proto-
cols that are information theoretically secure against a semi-honest adversary
[12,25] whom controls t parties in an n-party secure computation, where t < n.
We have identified a set of preconditions and a general method for the secure
composition of t-certified protocols. This allows us to develop a framework for
constructing secure protocols for computing complex functions by utilizing t-
certified protocols as building blocks.

Our framework is under the assumption of sequential composition, and can
simplify the complex task of security verification significantly. An information
theoretical approach has been adopted in the development of our framework,
and we believe it will be a viable alternative to the classic simulator approach,
which is based on the concept of indistinguishability between the ideal model
and the real model.

In Sect. 2, we will describe the proposed framework for privacy-preserving
collaborative computation protocols. We will give a demonstration to our frame-
work in Sect. 3, and some concluding remarks in Sect. 4.

2 A Composition Framework

In this section, we propose a composition framework for secure multi-party com-
putation protocols. First, we consider a set of definitions and basic properties
in information theory. Then, we present an information theory paradigm and
composition model.

2.1 Definitions

We use the following widely accepted definitions throughout the paper.

Definition 1. Random variables X, Y , and Z are said to form a Markov chain,
denoted by X → Y → Z, if the conditional distribution of Z only depends on Y
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and is conditionally independent of X. Specifically, X, Y , and Z form a Markov
chain if the joint probability can be written as

Pr(X,Y,Z) = Pr(X) Pr(Y |X) Pr(Z|Y ).

That is, the random variables X, Y , and Z are said to form a Markov chain if
and only if X and Z are conditionally independent given Y .

When protocols are developed, it is inevitable that participants will keep
records of historical data that they could use to their advantage. In the simula-
tion paradigm, the historical data is taken into consideration and modelled as
auxiliary inputs. Because in Markov chain, given the current state, knowledge
of the previous states is irrelevant for predicting the subsequent states. Markov
property plays a crucial role in our information-theoretical paradigm preventing
history from interfering with current execution after protocol composition.

Definition 2 (Functionality). An n-ary functionality F (x1, . . . , xn) �→
(y1, . . . , yn) is a function that maps n inputs to n outputs stochastically, whereas
ordinary functions that map inputs to outputs uniquely are deemed deterministic
functionalities.[12]

Functionalities are randomized extensions of ordinary functions. A function-
ality F may be regarded as a probability distribution over functions such that
F equals the function fi with probability P (i). There are two steps in evaluat-
ing F (x1, . . . , xn): tossing coins to decide an index i, and then evaluating the
function fi(x1, . . . , xn).

Definition 3. A protocol Π realizes the n-ary functionality F (x1, . . . , xn) �→
(y1, . . . , yn) if n parties follow the steps in Π such that party i inputs xi and
receives yi at the end of the execution.

Privacy and correctness are two fundamental requirements in multi-party
computation research. The privacy requirement stipulates that only necessary
information should be revealed, while the correctness requirement ensures the
accuracy of the protocol outputs. In the remainder of this paper, a protocol that
realizes a functionality is described as theoretically correct instead of computa-
tionally indistinguishable.

Definition 4 (Information-Theoretically Secure Protocol). Let Π be a
multi-party protocol, xi be the private input of party i, and X be the collection
of all the private inputs, i.e. X = (x1, . . . , xn). Party i’s view during an execution
of Π with input X, denoted by viewΠ

i (X), is (xi, ri,mi), where ri is the internal
coin tosses, and mi represents all the received messages. The protocol is said to
be information-theoretically secure if party i does not have more information
about X after the execution than before it; that is,

I(X;viewΠ
i (X)) = I(X;xi), i = 1, . . . , n,
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where I(A;B) is the mutual information shared by random variables A and
B [13].

Therefore, no information about the secret inputs held by the participants
are revealed by their local view after executing a function, which is realized by a
information-theoretically secure protocol. Hence, we can assure that the privacy
of these participants are preserved.

2.2 Preliminary Theory

Because of the finite nature of real-world applications, numbers are often consid-
ered in finite fields, denoted by GF (p), where p is a large enough prime. When
designing a secure protocol, it is intuitive to add a random number in order to
hide secrets. The following lemmas demonstrate that, in a finite field, the addi-
tion of random numbers is intuitively appealing and also protects private data
completely from the perspective of information theory. This masking property
is very helpful in protocol design and security analysis.

Lemma 1. Let X and R be random variables defined on GF (p). If R is uni-
formly distributed and independent of X, then (X +R) follows a uniform distri-
bution over GF (p).

Proof. In a finite field, both negation and the addition of a constant are bijective
operations. Specifically, the sequence (i0, i1, . . . , i(p1)), for all i ∈ GF (p), is a
permutation of (0, 1, . . . , p − 1). As a result, we have

Pr(X + R = i)

=
∑

k
Pr(X = k,R = i − k)

=
∑

k
Pr(X = k) · Pr(R = i − k|X = k)

=
∑

k
Pr(X = k) · Pr(R = i − k)

=
∑

k
Pr(X = k) · 1

p
=

1
p
,

which proves the lemma.

Moreover, in a finite field, an independent uniform random variable R is so
powerful that, no matter how the random variable X is distributed, (X + R)
will follow a uniform distribution whose entropy (uncertainty) is maximal.

Lemma 2. Let X and R be random variables defined on GF (p), and let Y be
a random variable defined on another field. If R is uniformly distributed and
independent of the joint distribution (X,Y ), (X + R) is independent of Y .
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Proof. From the proof of Lemma1, we know that, for i ∈ GF (p), the conditional
probability is

Pr(X + R = i|Y )

=
∑

k
Pr(X = k,R = i − k|Y )

=
∑

k
Pr(X = k|Y ) · Pr(R = i − k|X = k, Y )

=
∑

k
Pr(X = k|Y ) · Pr(R = i − k)

=
∑

k
Pr(X = k|Y ) · 1

p
=

1
p

= Pr(X + R = i),

which proves the independence of (X + R) and Y .

Lemmas 1 and 2 state that the masked variable (X +R) is maximally uncer-
tain and disconnected from Y . From the perspective of protocol design, adding
independent random numbers to outgoing messages guarantees the security
of the message, and ensures that the messages do not reveal other private
information.

Lemma 3. Let X1, . . . , Xn, and R be random variables defined on GF (p). If R
follows a uniform distribution and is independent of (X1, . . . , Xn), then we have
Pr(X1|X2, . . . , Xn−1,Xn + R) = Pr(X1|X2, . . . , Xn−1).

Proof. Based on the assumption that R is independent of (X1, . . . , Xn) and
Lemma 2, we know that Xn + R is independent of (X1, . . . , Xn−1).

Finally, we generalize the idea of masked variables and present one of the
most useful results in the following theorem:

Theorem 1. Let X1,. . ., Xn, and R be random variables defined on GF (p), and
let Y1, . . . , Ym are arbitrary functions of X1, . . . , Xn. If R is uniformly distributed
and independent of (X1, . . . , Xn), we have1

I(Y1;Y2, . . . , Ym−1, Ym + R) = I(Y1;Y2, . . . , Ym−1)

In addition, Pr(Y1|Y2, . . . , Ym−1, Ym + R) = Pr(Y1|Y2, . . . , Ym−1); i.e.,
H(Y1|Y2, . . . , Ym−1, Ym + R) = H(Y1|Y2, . . . , Ym−1).

Proof. Since R is uniformly distributed and independent of (X1, . . . , Xn), by
definition and the above lemmas, we have

I(X1, . . . , Xn;R) = 0
⇒I(Y1, . . . , Ym−1, Ym;R) = 0
⇒I(Y1, . . . , Ym−1;Ym + R) = 0 (Lemma 2)
⇒I(Y2, . . . , Ym−1;Ym + R) = 0.

1 Occasionally, Ym could be an empty function so that the following equation also
holds:

I(Y1; Y2, . . . , Ym−1, R) = I(Y1; Y2, . . . , Ym−1).



410 Y.-T. Chiang et al.

Moreover, the above results show that

I(Y1;Ym + R|Y2, . . . , Ym−1)
=I(Y1, . . . , Ym−1;Ym + R) − I(Y2, . . . , Ym−1;Ym + R) = 0.

Therefore, we conclude that

I(Y1;Y2, . . . Ym−1, Ym + R)
=I(Y1;Y2, . . . , Ym−1) + I(Y1;Ym + R|Y2, . . . , Ym−1)
=I(Y1;Y2, . . . , Ym−1)

Finally, it is known that if R is independent of (X1, . . . , Xn), then it is also
independent of (Y1, . . . , Ym). By combining this result with Lemma 3, we have
Pr(Y1|Y2, . . . , Ym−1, Ym+R) = Pr(Y1|Y2, . . . , Ym−1), which completes the proof.

Eliminating redundancy helps us analyse the security of multi-party protocols,
especially when there is a great deal of unnecessary information, and the redun-
dancy includes the outputs of a function under the presence of the inputs. Fur-
thermore, Theorem 1 states that information masked by independent, uniform
random variables is also redundant and can be removed.

2.3 An Information-Theoretical Paradigm

Most studies use the simulator paradigm is to prove the security of protocols.
Specifically, a simulator generates an adversary’s view in the ideal model that
is indistinguishable from the adversary’s view in the real model [12]. Canetti
proposed a widely accepted design methodology for secure protocols [11]. The
steps are as follows:

1. Design a “high-level” protocol for the given functionality under the assump-
tion that some primitive functionalities can be computed securely.

2. Design secure primitive protocols to realize the primitive functionalities.
3. Construct a composite protocol that realizes the given functionality by incor-

porating the primitive protocols as subroutines into the “high-level” protocol.

The composite protocol is only provably secure when the high-level protocol
and the primitive protocols are provably secure in the hybrid model and the
real model respectively. The methodology is elegant and allows us to design a
large-scale protocol in a recursive manner as follows. When a primitive protocol
is proved to be secure as the boundary condition in the recursion, each proof of
the security of a high-level protocol that results in a secure composite protocol
can be used as another secure primitive to construct a “higher-level” protocol.

To measure security, our approach uses information theory instead of indis-
tinguishability. Next, we define an adversary’s ability and propose a definition
of protocol security.

Definition 5. An adversary is t-limited if it can select up to t parties to control.
In addition, as an adversary starts to control a party, it can learn the view of
this party has until now.
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Definition 6. Let Π be an n-party protocol that realizes an n-ary functionality
f(x1, . . . , xn) �→ (y1, . . . , yn) and let X be the distribution of all parties’ private
inputs, i.e., X = (x1, . . . , xn). The view of party i during an execution of Π
with input X, denoted by viewΠ

i (X), is (xi, ri,mi, yi), where ri is the inter-
nal coin tosses, and mi is the received messages. The protocol is said to be t-
certificated if it is secure against a t-limited semi-honest adversary. Specifically,
the protocol must satisfy the following criteria.

C1. The internal coin tosses ri are generated independently.
C2. The protocol operations depend solely on the inputs and internal coin tosses;

that is, (m1, . . . ,mn, y1, . . . , yn) is a function of (X, r1, . . . , rn).
C3. The adversary does not gain information about X with every possible col-

lusion; that is, for all I ⊂ {1, . . . , n}, and |I| ≤ t,

I(X;viewΠ
I (X)) = I(X;XI),

where XI and viewΠ
I (X) denote the joint inputs and views of collusive

parties.

C3 describes protocol security in terms of information theory. C1 and C2
may appear to be unnecessary as they are implied when designing protocols
in the stand alone model. However, they are crucial because they ensure the
security of the designed protocols. Note that Definition 6 is feasible for Canetti’s
method, but with a slight modification. Specifically, if there is no communi-
cation between the participants in a high-level protocol, our main theorem
(Theorem 2) claims that the certification against a t-limited adversary is closed
under composition; that is, a protocol composed of t-certificated primitive pro-
tocols remains t-certificated. The closure property reduces the effort required to
design a large-scale system. Once the primitive protocols are proved to be cer-
tificated, the resulting composite protocol is provably certificated without extra
burdens. This allows protocol designers to focus on developing more efficient
high-level protocols.

2.4 Composition Model

Before presenting our main theorem, we formally define the composition model.
Recall that the model is actually a composite protocol constructed by Canetti’s
methodology with the condition that no communication is allowed in the high-
level protocol.

Let Π be an m-round n-party protocol constructed by the modified method-
ology, and let X = (x1, . . . , xn). Then, protocol Π can be modelled as follows.

1. Party i starts with private input xi and sets z0i ← xi.
2. Party i sets viewΠ,0

i (X) ← (xi, z
0
i ).

3. Initialize the round number: l ← 1.
4. Repeat while l ≤ m:

(a) Party i sets xl
i ← zl−1

i .
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(b) A subset of the parties, kl parties, collaboratively execute a certificated
protocol ρl so that

– Party i, who participates in ρl, receives random coin tosses rl
i, com-

municated messages ml
i, and the protocol output yl

i.
– Party j, who does not participate in ρl, sets rl

j ← ml
j ← yl

j ← xl
j .

(c) Party i locally produces independent coin tosses sl
i, and sets zl

i to be a
function of own knowledge, i.e. zl

i ← f l
i (view

Π,l−1
i (X), xl

i, r
l
i,m

l
i, y

l
i, s

l
i).

(d) Party i sets

viewΠ,l
i (X) = (viewΠ,l−1

i (X), xl
i, r

l
i,m

l
i, y

l
i, s

l
i, z

l
i).

(e) l ← l + 1.
5. Party i sets yi ← zm

i as the output and halts.

Round l Round l 1Round l 1

Fig. 1. A summary of the l-th round of protocol Π

Figure 1 summarizes round l. The x-axis represents the time line from left
(round l−1) to right (round l+1). Party i participates in the certificated protocol
ρl, but party j does not. In the execution of ρl, party i has random coin tosses
rl
i, received message ml

i, and the output yl
i. In addition, si and sj are locally

generated coin tosses; while zi and zj are, respectively, functions of party i’s
knowledge and party j’s knowledge up to round l. Recall that communication is
only allowed in the execution of ρl.

It makes sense to model party j, who does not participate in ρl, by assigning
rl
j , ml

j , and yl
j to xl

j . Party j is not allowed to communicate with other parties
in round l; thus, his actions can be modelled by local random coin tosses, sl

j ,
and private computation, zl

j .

Theorem 2 (Sequential Composition Theorem). Given secure channels,
if the primitive protocols ρl are t-certificated, then the composite protocol Π is
t-certificated.

Proof. First, we outline the proof and show that the theorem is sound when
t = 1. The proof is divided into three steps.

1. Address a crucial Markov property introduced by the composition model and
the proposed security definition.
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2. Normalize the kl-party 1-certificated protocol, ρl, to derive another n-party
1-certificated protocol, φl.

3. Prove by mathematical induction that n-party 1-certification is closed under
the proposed composition model.

In our information-theoretical paradigm, the Markovity discussed in Lemma4
is crucial because it acts as a bridge between primitive protocols. Next, by regard-
ing an adversary who colludes with t parties, we can generalize the closure prop-
erty from 1-certification to t-certification.

For simplicity, let X l
ρ, Rl

ρ, M l
ρ, and Y l

ρ denote the joint distribution of all
parties’ inputs, coin tosses, received messages, and outputs in the execution of
ρl. Similarly, let viewΠ,l(X) be the joint distribution of the views of all parties
in round l of protocol Π.

Lemma 4. The joint historical information and outputs of the current round
are conditionally independent given the input of the current round. That is,
viewΠ,l−1(X), xl

i, and (rl
i,m

l
i, y

l
i) form a Markov chain, for l = 1, . . . , m.

Proof. For party i, who participates in ρl, we know that

I(viewΠ,l−1(X);Rl
ρ,M

l
ρ, Y

l
ρ |X l

ρ)

=I(viewΠ,l−1(X);Rl
ρ|X l

ρ) + I(viewΠ,l−1(X);M l
ρ, Y

l
ρ |X l

ρ, R
l
ρ) (C2)

=I(viewΠ,l−1(X);Rl
ρ|X l

ρ) = 0.

Note that because Rl
ρ is generated independently in ρl after viewΠ,l−1(X) and

X l
ρ have been computed, it must be independent of (viewΠ,l−1(X),X l

ρ). From
the above result, we know that I(viewΠ,l−1(X); rl

i,m
l
i, y

l
i|X l

ρ) = 0. In addition,

I(viewΠ,l−1(X); rl
i,m

l
i, y

l
i|X l

ρ)

=I(viewΠ,l−1(X); rl
i,m

l
i, y

l
i|xl

i,X
l
ρ) (xl

i is part of X l
ρ)

=I(viewΠ,l−1(X),X l
ρ; r

l
i,m

l
i, y

l
i|xl

i) − I(X l
ρ; r

l
i,m

l
i, y

l
i|xl

i)

=I(viewΠ,l−1(X),X l
ρ; r

l
i,m

l
i, y

l
i|xl

i) (C3)

⇒I(viewΠ,l−1(X); rl
i,m

l
i, y

l
i|xl

i) = 0.

For party j, who does not participate in ρl, we prove the Markov property
as follows:

I(viewΠ,l−1(X); rl
j ,m

l
j , y

l
j |xl

j)

=I(viewΠ,l−1(X);xl
j |xl

j) = 0. (xl
j = rl

j = ml
j = yl

j)

Lemma 5. Step (4b) in the composition model normalizes the kl-party
1-certificated protocol ρl into an n-party 1-certificated protocol φl.

Proof. Let φl be an extension of ρl that is executed collaboratively by all parties
instead of the original kl parties. For simplicity, let X l

φ, Rl
φ, M l

φ, and Y l
φ denote,
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respectively, the inputs, coin tosses, messages, and outputs of all participants in
the execution of φl. We have to prove that φl satisfies the following conditions
of Definition 6:

[C1] By the assumption that ρl is a certificated protocol, we know that Rl
ρ is

generated independently. In addition, Rl
φ = Rl

ρ, φl satisfies this condition.
[C2] As ρl is assumed to be 1-certificated, there exists a function fρ such that

fρ(X l
ρ, R

l
ρ) = (M l

ρ, Y
l
ρ). It is trivial to construct a function fφ that exploits

fρ as a subroutine and outputs yl
j = xl

j for party j, who does not participate
in ρl.

[C3] Given I(X l
ρ;view

ρl

i (X l
ρ)) = I(X l

ρ;xi), we need to prove that I(X l
φ;viewφl

i

(X l
φ)) = I(X l

φ;xi), for i = 1, . . . , n. For party i, who participates in ρl, it
holds that

I(X l
φ;viewφl

i (X l
φ)) =I(X l

φ;xl
i, r

l
i,m

l
i, y

l
i)

=I(X l
φ;xl

i) + I(X l
φ; rl

i,m
l
i, y

l
i|xl

i)

=I(X l
φ;xl

i). (Lemma 4)

Because xl
i = zl−1

i ⊂ viewΠ,l−1(X), we know that X l
φ = (xl

1, . . . , x
l
n) must

be a subset of viewΠ,l−1(X); we can apply Lemma 4 to this proof.
For party j, who does not participate in ρl, we have

I(X l
φ;viewφl

j (X l
φ)) =I(X l

φ;xl
j , r

l
j ,m

l
j , y

l
j)

=I(X l
φ;xl

j). (xl
j = rl

j = ml
j = yl

j)

Lemma 6. The n-party protocol Π comprised of n-party 1-certificated protocols
φ1, . . . , φm is also 1-certificated.

Proof. (C1) and (C2) will be proved under the assumption of semi-honest adver-
saries, and (C3) will be proved by mathematical induction. Initially,

I(X;viewΠ,0
i (X)) = I(X;xi, z

0
i ) = I(X;xi). (xi = z0i )

Next, we consider round l,

I(X;viewΠ,l
i (X))

=I(X;viewΠ,l−1
i (X), xl

i, r
l
i,m

l
i, y

l
i, s

l
i, z

l
i)

=I(X;viewΠ,l−1
i (X), xl

i, r
l
i,m

l
i, y

l
i, s

l
i)

=I(X;viewΠ,l−1
i (X), xl

i, r
l
i,m

l
i, y

l
i) (Theorem 1)

=I(X;viewΠ,l−1
i (X)) + I(X;xl

i, r
l
i,m

l
i, y

l
i|viewΠ,l−1

i (X)).
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The following result,

I(X;xl
i, r

l
i,m

l
i, y

l
i|viewΠ,l−1

i (X))

=I(X; rl
i,m

l
i, y

l
i|viewΠ,l−1

i (X), xl
i) (xl

i ∈ viewΠ,l−1
i (X))

=I(X,viewΠ,l−1
i (X); rl

i,m
l
i, y

l
i|xl

i) − I(viewΠ,l−1
i (X); rl

i,m
l
i, y

l
i|xl

i)

=0, (X,viewΠ,l−1
i (X) ⊂ viewΠ,l−1(X), Lemma 4)

shows that
I(X;viewΠ,l

i (X)) = I(X;viewΠ,l−1
i (X)).

In other words, given that Π is 1-certificated in round l − 1, we know that it is
1-certificated in round l. The mathematical induction completes the proof.

Before presenting the last lemma, we have to construct a new protocol ωl.
Recall that we convert the kl-party protocol ρl into an n-party protocol φl in
Lemma 5 by assuming that parties that do not participate in ρl take part in φl

and only output their inputs. Here, we construct the protocol ωl from protocol
φl and a collusion set C whose size is at most t. All collusive parties C in
protocol φl are regarded as a single adversary A in protocol ωl; that is, φl is an
n-party protocol, whereas ωl is an (n − |C| + 1)-party protocol. If protocol φl

can be certificated against every set C, protocol ωl can be certificated against
the corresponding party A; thus, the protocol comprised of ωl is 1-certificated
because of Lemmas 5 and 6. As a result, the protocol Π comprised of φl is
certificated against C, and is therefore t-certificated.

Lemma 7. If the protocol ρl in the composition model is t-certificated, the pro-
tocol φl is also t-certificated.

Proof. Recall that φl is an extension of ρl derived by increasing the number of
participants from kl to n. For semi-honest adversaries, conditions (C1) and (C2)
are trivial, so we focus on (C3). From the assumption that ρl is t-certificated,
we know that

I(X l
ρ;view

ρl

S ) = I(X l
ρ;XS),∀S ∈ {1, . . . , n}, |S| ≤ t.

Next, for every subset C ∈ {1, . . . , n}, |C| ≤ t, there are three possible
relations between the collusive parties and the participants in ρl, denoted by P .
Specifically, the collusive parties C may be part of, disjoint from, or overlap with
P . We consider each scenario below.

1. (C ∩ P = ∅) In this case, the parties in C do not participate in ρl and only
output their input during the execution of protocol φl. Trivially, condition
(C3) holds that

I(X l
φ;viewφl

C ) = I(X l
φ;X l

C).

2. (C ⊂ P ) Because every collusive party participates in ρl, condition (C3) in
this case is guaranteed by the t-certification of protocol ρl.
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3. (C∩P �= ∅) In this case, some of the collusive parties participate in ρl. Again,
the Markov property described in Lemma4 is demonstrated here:

I(X l
φ;viewφl

C )

=I(X l
φ;X l

C−P ,viewφl

C∩P )

=I(X l
φ;X l

C−P ,X l
C∩P , Rl

C∩P ,M l
C∩P , Y l

C∩P )

=I(X l
φ;X l

C , Rl
C∩P ) + I(X l

φ;M l
C∩P , Y l

C∩P |X l
C , Rl

C∩P )

=I(X l
φ;X l

C , Rl
C∩P ) (C2)

=I(X l
φ;X l

C). (C1)

In all the above scenarios, protocol φl is certificated against every collusive
set whose size is at most t; thus, it is t-certificated.

Lemmas 5, 6 and 7 complete the proof of Theorem 2.

3 Demonstration

In this section, we give a two-party integer comparison protocol as an example
of the application of our framework. The comparison problem, also known as
Yaos millionaire problem [14], has been studied in many literatures [15–21]. The
primitive building blocks and the comparison protocol are adopted from [22]. We
will show that these protocols are 1-certificated. We will first introduce primitive
building blocks, and then construct the integer comparison protocol.

All protocols presented here are based on additive secret sharing over ZN .
That is, a secret value x is split into n shares x1, x2, . . . , xn ∈ ZN to n parties,
such that x =

∑n
i=1 xi, and any n − 1 subset {xi1 , . . . , xin−1} is uniformly dis-

tributed. The original secret can only be recovered, if and only if all the shares
are combined together.

3.1 Primitive Building Blocks

The secure protocols presented in this section are based on the secure Scalar-
Product protocol, which is defined as

Definition 7 (Scalar Product). Party 1 and Party 2want to collaboratively
compute the scalar product of their private input vectors X = (x1, . . . , xd) and
Y = (y1, . . . , yd). That is, they want to execute the secure protocol

((x1, . . . , xd), (y1, . . . , yd)) �→ (z1, z2),

such that

z1 + z2 =

⎡

⎢⎣
x1

...
xd

⎤

⎥⎦

T ⎡

⎢⎣
y1
...
yd

⎤

⎥⎦ =
∑d

i=1
xi · yi
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where xi, yi, z1, z2 ∈ Zn. Additionally, + and · are the modular addition and the
modular multiplication in Zn.

The implementation of scalar product protocols can be found in [23,24]. The spe-
cific implementation of the scalar product protocol that we have adopted, runs
with a commodity party C, which is assumed to be semi-honest. The commodity
party C will not collude with the two parties, nor will it participate directly in
the computation of the protocol. It essentially acts only as a random variable
generator for the two parties.

protocol Scalar Product

1. C generates two 1 × n random matrix Ra, Rb.
2. Let ra + rb = Ra · RT

b . C sends Ra and ra to Party 1, and Rb and rb

to Party 2.
3. Party 1 compute X ′ = X + Ra, and Party 2 computes Y ′ = Y + Rb.
4. Party 1 sends X ′ to Party 2, and Party 2 sends Y ′ to Party 1.
5. Party 2 generates a random value z2 as its output, and computes s = X ′ ·

XT + rb − z2.
6. Party 2 sends s to Party 1.
7. Party 1 computes its output z1 = s − (Ra · X ′T ) + ra.

Each party in this scalar product protocol can not get any information about
the other parties’ private input from the messages that are exchanged between
them, and the output he or she produces [24]. Therefore, this protocol is 1-
certificated because it satisfies the three conditions we list in Definition 6.

Before presenting the secure comparison protocol, we will first introduce two
protocols, Zn-to-Z2 and Z2-to-Zn, performs conversions between Zn sharing and
bitwise Z2 sharing.

Definition 8 (Zn-to-Z2). Party 1 and Party 2 additively share a number in Zn,
and they want to securely convert the Zn sharing into bitwise Z2 sharing. More
specifically, Party 1 and Party 2want to collaboratively execute the secure protocol

(x1, x2) �→ ((y0
1 , . . . , y

k
1 ), (y0

2 , . . . , y
k
2 )),

such that
(ykyk−1 · · · y1y0)2 = x1 + x2

where x1, x2 ∈ Zn, yl
1, y

l
2 ∈ Z2, and yl = yl

1 + yl
2 (mod 2).

To convert from Zn sharing to bitwise Z2 sharing, we emulate the carry ripple
adder with binary Scalar-product protocol, whose n = 2. Let x1 = (xk

1 · · · x0
1)2,

x2 = (xk
2 · · · x0

2)2, and the adder operates as the following long addition:

ck+1 ck · · · c1 c0

xk
1 · · · x1

1 x0
1

+) xk
2 · · · x1

2 x0
2

yk · · · y1 y0
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where c0 = 0 and cl+1 = clxl
1 + clxl

2 + xl
1x

l
2 (mod 2) are the carry bits; yl =

cl + xl
1 + xl

2 (mod 2) is the l-th summation bit. Next, we present the Zn-to-Z2

protocol as follows:

protocol Zn-to-Z2 (n = 2k+1)

1. Party i locally sets c0i = 0, and y0
i = x0

i , i = 1, 2.
2. For l = 0, . . . , k − 1, repeat Step 2a to Step 2b.2

(a) Party 1 and Party 2 collaboratively execute the binary Scalar-product
protocol

((cl
1, x

l
1, x

l
1), (x

l
2, c

l
2, x

l
2)) �→ (zl

1, z
l
2),

such that

zl
1 + zl

2 (mod 2) =

⎡

⎣
cl
1

xl
1

xl
1

⎤

⎦

⎡

⎣
xl
2

cl
2

xl
2

⎤

⎦
T

(mod 2)

(b) For j = 1, 2, Party j computes

cl+1
j =cl

jx
l
j + zl

j (mod 2)

yl+1
j =xl+1

j + cl+1
j (mod 2)

The Zn-to-Z2 protocol is 1-certificated. The parties run step 1 locally without
communication. Therefore, the only step we need to examine is step 2. In Step
2, the two parties collaboratively execute the scalar product protocol.

Let yi = (y0
i , y1

i , . . . , yi
k) and ci = (c0i , c

1
i , . . . , c

i
k+1), for i ∈ {1, 2}. This

protocol can be reformulated using the composition model proposed in Sect. 2.4
as follows.

protocol Zn-to-Z2 (n = 2k+1, reformulated using composition model)

1. Party i locally sets c0i = 0, and y0
i = x0

i , for i = 1, 2.
2. Party i sets z0i ← (xi, c

0
i , y

0
i ), for i = 1, 2.

3. Party i sets viewΠ,0
i (X) ← (x0

i , z
0
i ), for i = 1, 2.

4. For l = 0, . . . , k − 1, repeat the following steps
(a) Party 1 and Party 2 collaboratively execute the binary Scalar-product

protocol
((cl

1, x
l
1, x

l
1), (x

l
2, c

l
2, x

l
2)) �→ (zl

1, z
l
2), such that

zl
1 + zl

2 (mod 2) =

⎡

⎣
cl
1

xl
1

xl
1

⎤

⎦

⎡

⎣
xl
2

cl
2

xl
2

⎤

⎦
T

(mod 2),

and receives random coin tosses rl
i, communicated messages ml

i.

2 Since n = 2k+1, the overflow bit ck+1 is discarded.
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(b) For j = 1, 2, Party j computes the output of the current step ol
i =

(cl+1
j , yl+1

j ) as:

cl+1
j =cl

jx
l
j + zl

j (mod 2)

yl+1
j =xl+1

j + cl+1
j (mod 2)

(c) Party i locally produces independent coin tosses sl
i, and sets

zl
i = f l

i (view
Π,l−1
i (X), xi, r

l
i,m

l
i, o

l
i, s

l
i)

= (xi, c
l
i, y

l
i),

for i = 1, 2.
(d) Party i sets

viewΠ,l
i (X) = (viewΠ,l−1

i (X), xl
i, r

l
i,m

l
i, o

l
i, s

l
i, z

l
i)

5. Party i outputs yi and halts.

Therefore, the protocol Zn-to-Z2 is 1-certificated.

Definition 9 (Z2-to-Zn). Party 1 and Party 2 bitwise, additively share a num-
ber in Z2, and they want to securely convert the bitwise Z2 sharing into the
Zn sharing. More specifically, Party 1 and Party 2want to execute the secure
protocol ((x0

1, . . . , x
k
1), (x

0
2, . . . , x

k
2)) �→ (y1, y2), such that

y1 + y2 = (xkxk−1 · · · x1x0)2

where xl
1, x

l
2 ∈ Z2, y1, y2 ∈ Zn, and xl = xl

1 + xl
2 (mod 2).

According to the above requirement, the outputs can be rewritten as the
following function:

y1 + y2 =
∑k

l=0
xl · 2l =

∑k

l=0
(xl

1 + xl
2 mod 2) · 2l

=
∑k

l=0
(xl

1 + xl
2 − 2xl

1x
l
2) · 2l

=
∑k

l=0
xl
1 · 2l +

∑k

l=0
xl
2 · 2l −

∑k

l=0
xl
1x

l
2 · 2l+1

In the above function, we divide the computation into two parts. One is locally
computable (

∑
xl
1 · 2l and

∑
xl
2 · 2l), and the other needs the scalar product

protocol (
∑

xl
1x

l
2 · 2l+1).

protocol Z2-to-Zn (n = 2k+1)

1. Party 1 and Party 2 execute the Scalar-product protocol

((x0
1, . . . , x

k
1), (2x0

2, . . . , 2
k+1xk

2)) �→ (t1, t2),

such that

t1 + t2 =

⎡

⎢⎣
x0
1
...

xk
1

⎤

⎥⎦

T ⎡

⎢⎣
2 · x0

2
...

2k+1 · xk
2

⎤

⎥⎦
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2. Party j computes yj =
∑k

l=0 xl
j · 2k − tj , for j = 1, 2.

Protocol Z2-to-Zn is rather simple than Zn-to-Z2. It uses the scalar product
protocol for only one time, while Z2-to-Zn calls the scalar product protocol for
k times. We can find that the Z2-to-Zn protocol reduces the function Z2-to-
Zn to the scalar product that is implemented using the 1-certificated protocol.
Therefore, the Z2-to-Zn protocol is 1-certificated.

3.2 The Integer Comparison Protocol

The comparison protocol proposed in [22] compares two values v1 and v2 by
computing the most significant bit of (v1 − v2). According to the binary system
on modern computers, if the most significant bit of (v1 − v2) is 1, (v1 − v2) is a
negative number inferring that v1 is less than v2. Therefore, the comparison is
defined as

Definition 10 (Comparison). Party 1 and Party 2 additively share a number
in Zn, and they want to know whether the number is positive or negative. As
a result, Party 1 and Party 2want to collaboratively execute the secure protocol
(x1, x2) �→ (y1, y2), such that

y1 + y2 =
{

1 if x1 + x2 < 0,
0 otherwise.

That is, one party sets x1 to v1 and another party sets x2 to −v2. Then
they can compare v1 and v2 according to the above definition. The comparison
protocol checks whether the most significant bit of the shared number is 1 as
follows.

protocol Comparison

1. Party 1 and Party 2 collaboratively execute the Zn-to-Z2 protocol (x1, x2) �→
((b01, . . . , b

k
1), (b

0
2, . . . , b

k
2)), such that bi = bi

1 + bi
2 (mod 2), and (bk · · · b0)2 =

x1 + x2.
2. Party 1 and Party 2 collaboratively execute the Z2-to-Zn protocol (bk

1 , b
k
2) �→

(y1, y2), such that y1 + y2 = (bk)2 and bk = bk
1 + bk

2 (mod 2).

We can also formulate this protocol using the composition model given in
Sect. 2.4 as follows.

protocol Comparison (reformulated using composition model)

1. Party i starts with private input xi and sets z0i ← xi, for i = 1, 2.
2. Party i sets viewΠ,0

i (X) ← (xi, z
0
i ), for i = 1, 2.

3. Party 1 and Party 2 collaboratively execute the Zn-to-Z2 protocol (x1, x2) �→
((b01, . . . , b

k
1), (b

0
2, . . . , b

k
2)), such that bi = bi

1 + bi
2 (mod 2), and (bk · · · b0)2 =

x1 +x2. Party i receives random coin tosses r1i , communicated messages ml
i,

and the protocol output o1i = (b0i , . . . , b
k
i ).
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4. Party i locally produces independent coin tosses s1i , and sets z1i to be a
function of own knowledge, i.e.

z1i = f1
i (viewΠ,0

i (X), x1
i , r

1
i ,m1

i , o
1
i , s

1
i )

= bi,

for i = 1, 2.
5. Party i sets

viewΠ,1
i (X) = (viewΠ,0

i (X), x0
i , r

0
i ,m0

i , o
0
i , s

0
i , z

0
i ),

for i = 1, 2.
6. Party i sets the new private input as bk

i , for i = 1, 2.
7. Party 1 and Party 2 collaboratively execute the Z2-to-Zn protocol (bk

1 , b
k
2) �→

(y1, y2), such that y1 +y2 = (bk)2 and bk = bk
1 + bk

2 (mod 2). Party i receives
random coin tosses r2i , communicated messages m2

i , and the protocol output
o2i = yi.

8. Party i locally produces independent coin tosses s2i , and sets z2i to be a
function of own knowledge, i.e.

z2i = f2
i (viewΠ,1

i (X), x2
i , r

2
i ,m2

i , o
2
i , s

2
i )

= yi,

for i = 1, 2.
9. Party i sets

viewΠ,2
i (X) = (viewΠ,1

i (X), x1
i , r

1
i ,m1

i , o
1
i , s

1
i , z

1
i ),

for i = 1, 2.
10. Party i sets z2i as the output and halts, for i = 1, 2.

Therefore, by Theorem2, we know the comparison protocol is 1-certificated.

4 Concluding Remarks

In this paper, we proposed a composition theorem for secure multi-party com-
putation by adopting an information theoretical approach. The theorem can be
used to develop a framework for constructing application protocols with primi-
tive building blocks. Any existing secure protocols can serve as building blocks
in our framework, as long as they satisfy the necessary conditions.

The security of the derived protocol is guaranteed as long as the precondi-
tions of the composition theorem are satisfied. Our proposed method provides
a significant simplification to the process of verifying the security of the derived
composite protocols, which may be quite complex if other available verification
methods are applied. We have demonstrated the practicality and effectiveness of
our framework by applying it to verify the security of an existing protocol.
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In real applications, although perfect privacy would be ideal, sometimes “ade-
quate” privacy is acceptable. When secure multi-party computation is utilized
in the public sector, privacy must be compromised sometimes in order to accom-
modate other important social values. To exploit the enormous amounts of now
widely available high quality data, a balance must be found between ensur-
ing adequate privacy protection and the efficient execution of computational
tasks [26]. Therefore, quantifying the amount of privacy preserved by the pro-
tocols is not only essential for exploring the trade-off between privacy and com-
plexity, but also allows practitioners to determine if the achieved privacy level
is adequate.

The information theoretical approach is a strong candidate for quantifying
the amount of information preserved or revealed by a protocol [24]. Therefore,
we expect to extend our framework to accommodate further mechanism for
balancing privacy and performance.
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