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Abstract. Collective anomaly is a pattern in the data when a group
of similar data instances behave anomalously with respect to the entire
dataset. Clustering is a useful unsupervised technique to identify the
underlying pattern in the data as well as anomaly detection. However,
existing clustering based techniques have high false alarm rates and con-
sider individual data instance behaviour for anomaly detection. In this
paper, we formulate the problem of detecting DoS (Denial of Service)
attacks as collective anomaly detection and propose a mathematically
logical criteria for selecting the important traffic attributes for detect-
ing collective anomaly. Information theoretic co-clustering algorithm is
advantageous over regular clustering for creating more fine-grained repre-
sentation of the data, however lacks the ability to handle mixed attribute
data. We extend the co-clustering algorithm by incorporating the ability
to handle categorical attributes which augments the detection accuracy
of DoS attacks in benchmark KDD cup 1999 network traffic dataset than
the existing techniques.

Keywords: Network traffic analysis · Information theory ·
Co-clustering · Collective anomaly detection · Pattern mining

1 Introduction

Internet is a modern day communication platform which provides a diverse range
of services. Applications like e-mail, real time video and voice communication,
file transfers and storage, web based contents are the most common applications
on Internet. Consequently, there is a growing demand for efficient algorithms
to detect important trends and anomalies in network traffic data. For example,
network managers need to understand user behavior in order to plan network
capacity.

One important concern in today’s networking environment is Internet secu-
rity. The network administrators have to handle a large variety of intrusion
attempts by individuals with malicious intent [1]. Although research in security
domain is growing significantly, the threats are yet to be mitigated. According
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to Symantec Internet Security Threat Report, 2013 is considered as a year of
mega breach and the size of DoS attacks underwent a rapid increase [2]. Stuxnet
stands out of all because of the destructive and malicious behavior, discovered in
June 2010 [3]. The technology giant Google was also attacked along with numer-
ous other companies in 2010 [5]. With the increasing number of cyber security
experts, the number of individual with detrimental motif is also raising. Accord-
ing to Verizon’s Data Breach Investigation Report 2014, 63437 security incidents
were carried out by hackers [4]. In addition to that, the expertise required to
commit such crimes have decreased due to easily available tools. So, the detec-
tion of network attacks has become the highest priority in today’s Internet. In
this paper, we present a co-clustering scheme for identifying significant traffic
flow patterns such as DoS(denial of service) attacks. The contributions in this
paper can be summarized as follows-

– We propose a novel framework for the detection of the DoS(denial of service)
attacks.

– The characteristics of DoS attacks are analysed and considered as collective
anomaly (a group of similar data instances behaving abnormal) unlike the tra-
ditional anomaly detection techniques [6–8] where an individual data instance
is considered as anomalous.

– We propose a method for selecting the important traffic attributes for detect-
ing collective anomaly.

– Additionally, we extend the co-clustering algorithm [9,10] by incorporating the
ability to handle categorical attributes which augments the detection accuracy
of DoS attacks in benchmark KDD cup 1999 network traffic dataset [11] than
the existing techniques.

The roadmap of this paper is as follows. In Sect. 2, we describe the anomaly
detection and different aspects of it. Section 3 contains the formulation of anom-
aly detection problem for network traffic analysis and a framework for important
network traffic attribute selection. In Sect. 4, we discuss the information theo-
retic co-clustering and our proposed extension incorporating the ability to han-
dle categorical data. Section 5 contains the analysis of the experimental results
on benchmark KDD cup 1999 intrusion detection dataset [11] and followed by
related works in Sect. 6. We conclude our paper stating the future works in
Sect. 7.

2 Anomaly Detection and Network Traffic Analysis

In this Section we provide a brief discussion on traditional anomaly detection
and categories of anomaly. Next, we describe various assumptions of anomaly
detection for network traffic analysis.

2.1 Different Types of Anomaly

Anomaly detection is an important aspect of data mining, where the main objec-
tive is to identify anomalous or unusual data from a given dataset. Anomaly
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detection is interesting because it involves automatically discovering interesting
and rare patterns from datasets. Anomaly detection has been widely studied in
statistics and machine learning, also known as outlier detection, deviation detec-
tion, novelty detection, and exception mining [12]. Anomalies are considered to
be important because they indicate significant but rare events, and they can
prompt critical actions to be taken in a wide range of application domains. For
example, an anomaly in an MRI image may indicate the presence of a malignant
tumour. Similarly, abnormal behaviour in a credit card transaction could indi-
cate fraudulent activities, an unusual traffic pattern in a network could mean
that a computer is hacked or under attack, e.g., using worms and Denial of Ser-
vice attacks. An important aspect of anomaly detection is the nature of anomaly.
Anomalies can be categorized in the following ways.

1. Point Anomaly: When a particular data instance deviates from the normal
pattern of the dataset, it can be considered as a point anomaly. For a realistic
example, we can consider expenditure on car fuel. If the usual car fuel usage
of a person is five litres/day but if it becomes fifty litres in any random day
then it is a point anomaly.

2. Contextual Anomaly: When a data instance is behaving anomalous in a
particular context, but not in other context, then it is termed as a contextual
anomaly, or conditional anomalies. For example, the expenditure on credit
card during a festive period, e.g., Christmas or New Year, is usually higher
than the rest of the year. Although, the expenditure during a festive month
can be high, it may not be anomalous due to the high expenses being contex-
tually normal in nature. On the other hand, an equally high expense during
a non-festive month could be deemed as a contextual anomaly.

3. Collective Anomaly: When a collection of similar data instances are behav-
ing anomalously with respect to the entire data set, then this collection
is termed as collective anomaly. It might happen that the individual data
instance is not an anomaly by itself, but due to its presence in a collection it
is identified as an anomaly [13].

2.2 Anomaly in Network Traffic and Assumptions

Reliance on computer network and the increasing connectivity of these networks
also raised the probability of damage caused by various types of network attacks.
Network attacks, also named as intrusions are difficult to detect and prevent net-
works, with security policies due to the rapid change of system and applications.
Simply, a threat/attack refers to anything which has the detrimental character-
istics to compromise a host or network. Poor design of network, carelessness of
users, misconfiguration of software or hardware cause the vulnerabilities. Accord-
ing to Kendall et al. [14], the attacks can be classified into four major categories
discussed below.

– Denial of Service (DoS): It is a type of misuse of the rights to the resources
of a network or a host. These are targeted to disrupt the normal comput-
ing environment and make the service unavailable. A simple example of DoS
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attack is denial of access to a web service to legitimate users, when the server
is flooded with numerous connection requests. Performing DoS attack need no
prior access to the target and thus considered to be a dreaded attack (Fig. 1
illustrates the DoS attack execution)

– Probe: These attacks are used to gather information about a target network
or host. More formally, these attacks are used for reconnaissance purpose.
The reconnaissance attacks are quite common for gathering information about
types and number of machines connected to a network, a host can be attacked
to find out the types of softwares installed or application used. The probe
attacks are considered as first step of an actual attack to compromise the
host or network. There is no specific damage caused by these attacks but
considered as serious threat to any corporation because it might give useful
information to launch another dreadful attack.

– User to Root: When the attacker aims to gain illegal access to administrative
account to manipulate or abuse important resources, user to root attacks
are launched. To launch such attacks, using social engineering approaches or
sniffing password, the attacker access a normal user account. Then exploits
some vulnerability to gain the super user privilege.

– Remote to Local: When an attacker wants to gain local access as an user
of a targeted machine, the R2L attacks are launched. The attacker have the
privilege to send packets over network to the target machine. Most commonly
the attacker tries hit and trial password guessing by automated scripts, brute
force method etc. There are also some sophisticated attacks where attacker
installs a sniffing tool to capture password before penetrating the system.

Fig. 1. DoS attack execution. The attacker is labelled red and a huge amount of special
requests are sent to the server to make the service unavailable to other legitimate users
(labelled green), adapted from Internet [15] (Color figure online)
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It is a research challenge to efficiently identify such attacks/intrusions in net-
work traffic to prevent the network from probable damages. Anomaly detection
is one such technique to identify abnormal behaviour and analyse further. The
basic assumptions for anomaly detection from network traffic are as follows-

– Assumption 1: ‘The majority of the network connections are normal traffic,
only a small percentage of traffic are malicious’[16].

– Assumption 2: ‘The attack traffic is statistically different from normal traf-
fic’ [17].

In recent years, the traditional philosophy of using a knowledge base or exter-
nal supervision is superseded by unsupervised anomaly detection. Unsupervised
anomaly detection techniques are based on purely fundamental topics of data
mining such as clustering. Without relying on expert supervision, unsupervised
anomaly detection uses clustering techniques to divulge the underlying structure
of unlabelled data as well as unknown behaviour. The clustering based anomaly
detection follows similar assumptions as below-

– Premise 1: We can create clusters of normal data only, subsequently, any new
data that do not fit well with existing clusters of normal data are considered
as anomalies. For example, density based clustering algorithms do not include
noise inside the clusters. Here noise is considered as anomalous.

– Premise 2: When a cluster contains both normal and anomaly data, it has
been found that normal data lie close to the nearest cluster centroid but anom-
alies are far away from the centroids [6]. Under this assumption, anomalous
events are detected using a distance score. For example, Mohiuddin et al. [6]
considered an outlier according to a points distance from its centroid. If the
distance is a multiple of mean distances of all other data points from the
centroid then it is considered as an outlier. Formally, ‘an object o in set of n
objects is an outlier if the distance between o and the centroid is greater than to
p times the mean of the distances between centroid and other objects ’. They
also showed that removing outliers from clusters can significantly improve
clustering objective function.

– Premise 3: In a clustering where there are clusters of various sizes, smaller
and sparser can be considered as anomalous and dense clusters can be con-
sidered normal. The instances belonging to clusters whose size and/or density
is below a threshold are considered as anomalous. Amer et al. [7] introduced
Local Density Cluster-Based Outlier Factor (LDCOF) which can be consid-
ered as a variant of CBLOF [8]. The LDCOF score Eq. (4) is calculated as
the distance to the nearest large cluster divided by the average distance to
the cluster center of the elements in that large cluster. LDCOF score will be
A when p ∈ Ci ∈ SC where Cj ∈ LC and B when p ∈Ci ∈ LC.

distanceavg(C) =
∑

i∈C d(i, C)
|C| (1)

A =
min(d(p,Cj))

distanceavg(Cj)
(2)
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B =
d(p,Ci)

distanceavg(Ci)
(3)

LDCOF (p) = A | B; (4)

3 DoS Attack as Collective Anomaly and Relevant
Attribute Selection

In this Section, we discuss more about the how DoS attack can be considered as
collective anomaly and propose a criteria for finding the relevant attributes for
their detection. At first, we look at the data distribution of the benchmark KDD
cup 1999 network intrusion dataset to understand the impact of these aforemen-
tioned attacks. The rationale behind using this dataset is quite logical in a sense
that, the taxonomy used to classify attack types for intrusion detection evalua-
tion is relevant today regardless of the advent of newer attacks. Additionally the
scarcity of labelled network traffic datasets for intrusion detection evaluation is
a major issue. Although being outdated, this dataset has been used widely for
benchmarking purposes [18].

3.1 DoS Attack as Collective Anomaly

From Table 1, it is evident that, the Probe, R2L and U2R attack types are
quite insignificant in size and traditional machine learning approaches shown
poor performance on these rare classes of attack [19,20]. However, in this paper
we are addressing the issue of detecting the DoS attacks as collective anom-
aly. Following the data distribution of KDD cup 1999 dataset and the anomaly
detection assumptions discussed previously (Sect. 2.2), we observe a complete
mismatch. For network traffic analysis, DoS attacks do not follow these assump-
tions. Considering the characteristics of DoS attack and the size we can come
to a conclusion that, DoS attack can be considered as a group of network traf-
fic instances affecting the network as well as collective anomaly (Sect. 2.1). DoS
attack has few variants and can be classified into two major groups based on
their distribution. There are six variants of DoS attack as follows-

– Back: It is an attack against the Apache web server.
– Land: It is an effective attack where the attacker sends a packet with same

source and destination address.
– Neptune: This attack makes the TCP/IP implementations vulnerable.
– POD: In ping of death attack, the size of ICMP packets are longer than 64000

bytes.
– Smurf: When there is a large number of ‘echo replies’ sent to a machine

without any ‘echo request’ can be considered as Smurf attack.
– Teardrop: This attack has the ability to exploit the flaws in the implemen-

tations of IP fragmentation re-assembly code.
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Table 1. Class distribution of KDD Cup 1999 dataset [11]

Class Full training dataset 10 % of Training dataset Test dataset

Label (%age) (%age) (%age)

DoS 79.28 79.24 73.9

Probe 0.84 0.83 1.34

U2 0.001 0.01 0.02

R2L 0.023 0.23 5.26

Normal 19.86 19.69 19.48

The Table 2 displays the distribution of different types of DoS attack in KDD
cup dataset. Considering the volume of DoS attack and their characteristics, we
can come to an understanding that, DoS attack cannot be treated as point
anomaly and in this regard treating the same as collective anomaly is a better
idea for more accurate results.

Table 2. DoS attack distribution of KDD Cup 1999 dataset [11]

Attack No. of instance

Smurf 280790

Neptune 10720

Back 2203

Teardrop 979

POD 264

Land 21

From the Table 2, it is evident that there exists predominant two classes of
DoS attack based on the size. We can also summarize in the way that, clustering
these different attacks will result in two classes. Next, we discuss the technique
to select the attributes responsible for differentiating DoS from normal traffic.

3.2 Traffic Attribute Selection

In this Section, we investigate the behaviour of DoS and normal traffic attributes.
Since, there is a huge amount of network traffic corresponding to DoS attack, we
can consider the similarity in instances and the difference in standard deviation
between the normal and DoS instances as important factor for attribute selec-
tion. It is mathematically logical that, if there are more similar instance in a
group then the difference of standard deviation will be less with the other group
with smaller number of similar instances. Lets give an example to show that our
hypothesis. Consider the dataset D has two attributes and contains only DoS



Co-clustering Based Collective Anomaly Detection 211

and normal instances. Now, as we know, DoS attack is a collective anomaly and
outnumber the normal instances, we need to identify the attributes which play
important role for differentiating DoS and normal instances. Additionally, these
huge number of traffic instances are linearly scaled between [0,1] for avoiding
the impact of distance function of clustering algorithms. Let A and B be two
attributes where A = (1,....,100000) and B = (1,....,100). The range is defined as
range(i) = max(i)- min(i), consequently the range(A) = 100000 and range(B) =
100. When Euclidean distance Eq. (5) will be used for clustering the dataset, the
attribute A will have a greater impact than the attribute B. Table 3 displays the
sample dataset where instances corresponding to DoS and normal are labelled.

D(C1, C2)) =

√
√
√
√

d∑

i=1

Di(C1, C2)2 (5)

Table 3. Sample dataset

Label A1 A2

DoS 0.11 0.88

DoS 0.33 0.11

DoS 0.44 0.33

DoS 0.55 0.44

DoS 0.88 0.11

Normal 0.11 0.94

Normal 0.94 0.33

Normal 0.22 0.11

In the Table 3, the similarity of instances between DoS and normal for
attribute A1 is 1 and for A2 is 2. The standard deviation difference between
DoS and normal for attribute A1 is 0.1661 and for A2 is 0.1453. In Eq. (6) Sim
indicates the number of similar instances in DoS and normal. In Eq. (7) Stdev
indicates the standard deviation Eq. (8) and d is the difference.

SimA1(DoS,Normal) < SimA2(DoS,Normal) (6)

d(StdevA1(DoS,Normal)) > d(StdevA2(DoS,Normal)) (7)

σ =

√
√
√
√ 1

N

N∑

i=1

(xi − μ)2 (8)

Once we have the similarity and difference in standard deviation for the orig-
inal dataset, clustering algorithm is applied to find out the underlying pattern
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from the data with D(Simi, di), where i=1 to n, the number of attributes in
the dataset. Here we propose to apply x-means clustering algorithm which is a
variant of basic k-means and use bayesian information criterion Eq. (9) to iden-
tify the number of clusters in the data [13]. Where lj (D) is the log-likelihood of
the data according to the jth model and taken at the maximum likelihood point,
pj is the number of parameters in Mj , which refers to a family of alternative
models. R refers to the size of dataset D.

BIC(Mj) = lj(D) − pj

2
× log R (9)

Now, the cluster with lowest similarity and highest difference in standard
deviation contains the expected attribute set of the data which can be used for
differentiating DoS attack as well as collective anomaly from the normal instances
with better accuracy than using the attributes which can exacerbate the detec-
tion accuracy. (Sect. 5.1 includes more details on the experimental analysis)

4 Improved Information Theoretic Co-clustering

In this Section, we briefly discuss about the co-clustering technique at first,
then we describe the information theoretic co-clustering framework. Finally, we
highlight the issue of mixed attribute dissimilarity measure for co-clustering and
integrate such measure for information theoretic co-clustering to improve it’s
ability to handle network traffic.

4.1 Co-clustering

Co-clustering can be simply considered as a simultaneous clustering of both
rows and columns. Co-clustering can produce a set of c column clusters of the
original columns C and a set of r row clusters of original row instances R. Unlike
other clustering algorithms, co-clustering also defines a clustering criterion and
then optimizes it. In a nutshell, co-clustering finds out the subsets of rows and
columns simultaneously of a data matrix using a specified criterion. Co-clustering
has been widely applied in various application domain such as text clustering,
gene-microarray analysis, natural language processing and many more [10]. The
benefits of co-clustering over the regular clustering are the following-

1. Simultaneous grouping of both rows and columns can provide a more com-
pressed representation and preserve information contained in the original
data.

2. Co-clustering can be considered as a dimensionality reduction technique and
suitable for creating new features.

3. Significant reduction in computational complexity. For example, traditional
k-means algorithm has the O(mnk) as computational complexity where m=
number of rows, n = number of columns and k is the number of clusters. But
in co-clustering the computational complexity is O(mkl + nkl), here l is the
number of column clusters. Obviously O(mnk) � O(mkl + nkl).
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4.2 Information Theoretic Co-clustering

Information theoretic co-clustering is first proposed by Dhillon [9] where it is
modeled as the joint probability distribution. According to their approach an
optimal co-clustering confirms the loss minimization of ‘Mutual Information’ as
follows in Eq. (10).

min(I(X;Y ) − I(X̂; Ŷ )) (10)

Banerjee et al. [10] pointed out that the information theoretic co-clustering
uses the joint probability distribution which may not be known and calculated
from contingency table or co-occurrence matrix. Additionally the data matrix
may contain negative entries and distortion measure other than KL-divergence
may be more appropriate. Banerjee et al. [10] extended the information theoretic
co-clustering [9] in three directions as follows-

– Nearness is measured by Bregman divergence.
– Allows multiple co-clustering schemes.
– Generalization of maximum entropy approach.

Bregman co-clustering tries to minimize the information loss in the approxi-
mation of a data matrix X, in terms of a predefined bregman divergence function.
For a given co-clustering (R,C) and a matrix approximation scheme M, a class
of random variables which store the characteristics of data matrix X is defined.
The objective function tries to minimize the information loss on the approxima-
tion of X̃ for a co-clustering R,C. The Bregman information of X can be defined
as follows

Iφ(X) = E

[

log

(
X

E[X]

)]

(11)

Here, the matrix approximation scheme is defined by the expected value and
the bregman divergence dφ for a optimal co-clustering as follows

(R∗, C∗) = arg min E[dφ(X, X̃)] (12)

Here, dφ, can be considered in two ways as follows.

I − Divergence : dφ(x1, x2) = x1log(
x1

x2
) − (x1 − x2) (13)

EuclideanDistance : dφ(x1, x2) = (x1 − x2)2 (14)

4.3 Co-clustering Mixed Attribute Data

Since, we are inspired to use the co-clustering for network traffic analysis, we
find that, these co-clustering techniques are not using any nearness measures for
mixed attribute data instances such as the data matrix with both categorical
and numerical data. However, network traffic instances contain both categorical
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and numerical data. For example, the protocols of traffic instances are categori-
cal and port numbers are numerical in nature. In this scenario, we incorporate
the mixed attribute distance measure for co-clustering network traffic as well
as collective anomaly detection. There are various measures for similarity cal-
culation of categorical data [21] but for simplicity we just consider that, the
dissimilarity between two data instances is 1 when they mismatch and zero oth-
erwise Eq. (15). The following Table 4 displays the concept for the network traffic
protocols which are categorical data. As a whole, for numerical data, we simply
use the Euclidean distance and for categorical data we consider the similar data
instance has distance zero and dissimilar data has distance one Eq. (16).

Table 4. Nearness calculation for categorical data [21]

Label TCP UDP ICMP

TCP 0 1 1

UDP 1 0 1

ICMP 1 1 0

D(Xk, Yk) =
{

0 if Xk = Yk

1 otherwise
[For Categorical data] (15)

[Mixed Attribute Distance Measure] D(X,Y ) =

√
√
√
√

d∑

k=1

Dk(Xk, Yk)2 (16)

Consequently the distance between two traffic instances
d1=(TCP, 0.11, 0.78), d2=(ICMP, 0.33, 0.74) will be calculated as Eq. (16)√

(TCP − ICMP )2+(0.11 − 0.33)2+(0.78−0.74)2 =
√

1 + 0.0484 + 0.0016 =
1.02. As a result, bregman co-clustering is extended for handling dataset with
both categorical and numerical data and is suitable for applying on network
traffic datasets.

5 Experimental Analysis

As discussed earlier, we use the KDD cup 1999 dataset for the experimental
evaluation. The first part of our experiment contains the attribute selection for
collective anomaly detection and then we show the effectiveness of improved
information theoretic co-clustering for network traffic analysis.
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Table 5. Attribute selection results

Attributes Sim(DoS,Normal) dstdev(DoS,Normal)

1-20,23,24,25,26,28,29,35,37 257 255.50

21,22,30,31 1056 111.05

27,32,33,34,36,38,39 536 115.10

5.1 Attribute Selection from KDD Cup 1999 for Collective
Anomaly Detection

The KDD cup 1999 dataset has 41 attributes which can be classified into four
main groups as the basic, time, host, content features. Since, we are using the
normalized data which is linearly scaled between 0 and 1, it is important to
use the attributes which has the ability to distinguish DoS attack from normal
instances. We calculate the standard deviation of the DoS and normal data
instances from labelled data and measure the difference as dstdev(DoS,Normal).
Also, the number of similar number of data instances in both category of the
data as Sim(DoS,Normal). Then we apply x-means algorithm on the dataset as x-
means(dstdev(DoS,Normal), Sim(DoS,Normal)). The following Table 5 depicts
the results after the clustering and it is clear that, the cluster which has less
similar data instances and higher standard deviation will be suitable group of
attributes for collective anomaly detection. For the space scarcity, we represent
the attributes with the numbers serially.

5.2 Collective Anomaly Detection Using Improved Co-clustering

Once we have the desired attribute set, next we apply the improved information
theoretic co-clustering which can handle both the numeric and categorical data.
Since, we are focusing on detecting DoS attacks and in Sect. 3.1 it was discussed
that in KDD cup has predominant 2 groups of attack according to size. So, the
input row as three for the co-clustering will be appropriate and based on the
attributes the number of column clusters will be four. We consider the smaller
cluster will be the cluster containing normal instances and the larger clusters as
attack clusters or collective anomaly. We measure the accuracy of our approach
using the standard confusion metrics. The metrics are listed as True Positive
(TP = Attack correctly identified as attack.), False Positive (FP = Normal traffic
incorrectly identified as attack.), True Negative (TN = Normal traffic correctly
identified as normal), False Negative (FN = Attack incorrectly identified as
normal.). Table 6 displays the possible test outcomes and the confusion metrics.

The accuracy is computed using Eq. (17).

Accuracy =
TP + TN

TP + TN + FP + FN
(17)

We also consider the Precision, Recall and F-measure for evaluation. In pat-
tern mining, precision is referred as the fraction of retrieved instances that are
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Table 6. Standard confusion metrics

Actual traffic label Normal Attack

Normal TN FP

Attack FN TP

Table 7. Evaluation results

Accuracy Precision Recall F-measure Attack cluster purity Normal cluster purity

92.82% 0.9236 0.9923 0.96 92.36% 95.6%

relevant, while recall is the fraction of relevant instances that are retrieved. F-
measure combines precision and recall as the harmonic mean of precision and
recall Eq. (18). We also consider cluster purity as another evaluation criterion
Eq. (19).

F − measure = 2 ∗ Precision ∗ Recall

Precision + Recall
(18)

Cluster Purity =
Number of Attack/Normal Instances

Size of the cluster
(19)

Table 7 contains the evaluation results of all the metrics discussed above.
The experimental results are quite satisfactory, however, it is not worthy to
compare our results with other clustering based techniques because the concept
of collective anomaly detection is proposed by ourselves for the first time and
not considered by others. The closest approach [1] which used co-clustering for
network anomaly detection considered only cluster purity for evaluation and only
seven numerical attributes for co-clustering. However, our proposed technique
outperforms their approach with the cluster purity as well considering both
normal and attack cluster purity (Table 8).

Table 8. Cluster purity comparison

Purity Our proposed technique Network anomaly detection using
co-clustering [1]

Normal 95.6 % 75.84 %

Attack 92.36% 92.44 %

6 Related Works

In this Section, we provide a brief description on the existing techniques for net-
work anomaly detection. There are various approaches to deal with the network
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Table 9. Network anomaly detection accuracy using clustering algorithm [23]

Algorithm Accuracy False positive

k-means 57.81 % 22.95 %

Improves k-means 65.40 % 21.52 %

k-medoids 76.71 % 21.83 %

EM clustering 78.06 % 20.74 %

Distance based outlier detection 80.15 % 21.14 %

anomaly detection, however we focus on the clustering based network anomaly
detection since our approach is of this category.

To the best of our knowledge, we are the first to propose collective anomaly
detection using co-clustering. Although in [1], co-clustering is used for anom-
aly detection however considered the numerical attributes for co-clustering. So,
the comparison is not logical due to different set of attributes. Also, the cluster
purity, accuracy of our approach is significantly better than their approach. Port-
noy et al. [16] proposed clustering based on width to classify data instances. The
width is a constant and remains same for all the clusters. Once the clustering is
done, based on the assumption that normal instances constitute overwhelmingly
large portion of the entire dataset, N percent of clusters are normal and other
are anomalous. Using the assumption of Portnoy et al. [16], Kingsly et al. [22]
proposed a density-based and grid-based clustering algorithm which is suitable
for unsupervised anomaly detection. Iwan et al. [23] described the advantages
of using the anomaly detection approach over the misuse detection technique in
detecting unknown network intrusions or attacks. It also investigates the per-
formance of various clustering algorithms when applied to anomaly detection
(Shown in Table 9). Four different clustering algorithms: k-means, improved k-
means, k-medoids, Expectation Maximization(EM) clustering and distance-based
outlier detection algorithms are used. The anomaly detection module produced
high false positive rate (more than 20 %) for all four clustering algorithms. None
of these techniques considered collective anomaly detection and avoids the vol-
ume issue of DoS attacks, consequently performing poor than our proposed
approach.

7 Conclusion

In this paper, we have proposed to solve the network intrusion detection prob-
lem using a set of emerging data mining and machine learning techniques. Our
contribution includes detection of the DoS attacks due to its volume and detri-
mental impact on the network. The characteristics of these type of attacks are
analysed and considered as collective anomaly unlike the traditional anomaly
detection techniques. We propose a method for selecting the traffic attributes
responsible for detecting collective anomaly. We also explore the effectiveness
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of information theoretic co-clustering algorithm which is advantageous over reg-
ular clustering for creating more fine-grained representation. Additionally, we
extend the co-clustering algorithm by incorporating the ability to handle cate-
gorical attributes. Experimental results show that our proposed approach have
better results on various evaluation metrics using benchmark KDD cup 1999
network traffic dataset than the existing techniques. In future, we will focus on
creating concise and informative network traffic summaries using co-clustering
techniques.
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