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Abstract. The dramatic proliferation of information on the web and
the tremendous growth in the number of files published and uploaded
online each day have led to the appearance of new words in the Inter-
net. Due to the difficulty of reaching the meanings of these new terms,
which play a central role in retrieving the desired information, it becomes
necessary to give more importance to the sites and topics where these
new words appear, or rather, to give value to the words that occur fre-
quently with them. For this aim, in this paper, we propose a novel term-
term similarity score based on the co-occurrence and closeness of words
for retrieval performance improvement. A novel efficiency/effectiveness
measure based on the principle of optimal information forager is also pro-
posed in order to assess the quality of the obtained results. Our exper-
iments were performed using the OHSUMED test collection and show
significant effectiveness enhancement over the state-of-the-art.

Keywords: Information retrieval · Information foraging theory · Query
expansion · Term proximity · Term co-occurrence

1 Introduction

The experimentation and evaluation phase is the main phase to judge the success
and failure of the implemented systems and achieved programs. The performance
and quality of a retrieval system is measured on the basis of effectiveness and
efficiency [2]. From the theoretical standpoint, the effectiveness is indicated by
returning only what user needs and efficiency is indicated by returning the results
to the user as quickly as possible [3,9]. From the practical standpoint the effec-
tiveness, or relevance, is determined by measuring the precision, recall, etc., and
efficiency is determined by measuring the search time [7]. The Reliance on these
two measures varies from one community to another. The information retrieval
community, for example, is focusing too much on the quality of the top ranked
results while the artificial intelligence community, which started paying attention
to information retrieval, ontologies and the Semantic Web [16], is focusing on the
retrieval process cost. Accordingly, and in order to establish consensus between
communities and adopt both effectiveness and efficiency measures, the Informa-
tion Foraging Theory has been proposed to do so. The information foraging is a
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theory that describes information retrieval behavior [13,14]. It is derived from a
food foraging theory called optimal foraging theory that helps biologists under-
stand the factors determining an animal’s food preference and feeding strategies.
The basis of foraging theory is a cost and benefit assessment of achieving a goal.

We introduce in the early part of this study the basic principles and con-
cepts of information foraging theory which is employed later in the experimental
section to evaluate the retrieval systems. The second part is devoted to present-
ing and discussing our suggested approach for improving retrieval performance.
The major purpose of this proposed approach is to provide an effective similarity
measurement for query expansion based on the co-occurrence and closeness of
terms. This approach assigns importance, during the retrieval process, to words
that frequently occur in the same context. For instance, the term ‘COIOTE’ is
often recurred in the same sites where the words ‘Conference’, ‘Italy’, and ‘2014’
are clustered. the reliance on this principle was not a coincidence but was the
result of studies carried out recently regarding the evolution and growth of the
Web. All of these studies have shown an exponential growth of the Web and rapid
increase in the number of new pages created. In his study [15], Ranganathan esti-
mated that the amount of online data indexed by Google had increased from
5 exabytes in 2002 to 280 exabytes in 2009. According to [22], this amount is
expected to be double in size every 18 months. Ntoulas et al. [12] read these
statistics in terms of the number of new pages created and demonstrated that
their number is increasing by 8 % a week. The work of Bharat and Broder [1]
went further and estimated that the World Wide Web pages are growing at the
rate of 7.5 pages every second. This revolution, which the Web is witnessing, has
led to the appearance of two points:

– The first point is the entry of new words into the Web which is estimated,
according to [21], at about one new word in every two hundred words. Studies
by [8,20] have shown that this invasion is mainly due to: neologisms, first
occurrences of rare personal names and place names, abbreviations, acronyms,
emoticons, URLs and typographical errors.

– The second point is that the users employ these new words during the search.
Chen et al. [5] indicated in their study that more than 17 % of query words
are out of vocabulary (Non dictionary words), 45 % of them are E-speak (lol),
18 % are companies and products (Google), 16 % are proper names, 15 % are
misspellings and foreign words (womens) [19].

Out of these two points which the web is witnessing and due to the difficulty,
or better, the impossibility to use the meanings of these words, we proposed
a method based on finding the locations and topics where these words appear,
and then trying to use the terms which neighbor and occur with the latter in
the search process. We will use the best-known instantiation of the Probabilistic
Relevance Framework system: Okapi BM25, and the Blind Relevance Feedback:
Robertson/Sparck Jones’ term-ranking function as the baseline for comparison,
and evaluate our approach using OHSUMED test collection. The main contri-
butions of our work in this paper are the following:
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– The adoption of an external correlation measure in order to evaluate the co-
occurrence of words with respect to the query features.

– The determination of an internal correlation measure in order to assess the
proximity and closeness of words relative to the terms of the query.

In the next section, we will introduce the information foraging theory. The BM25
model and the Blind Feedback approach are presented in Sect. 3. In Sect. 4 we
will explain our proposed approach and finally we will describe our experiments
and results.

2 Information Foraging Theory

The information foraging is a theory proposed by [14]. It is becoming a popular
theory for characterizing and understanding web browsing behavior [6]. The
theory is based on the behavior of an animal deciding what to eat, where it can
be found, the best way to obtain it and how much energy the meal will provide.

For example, imagine a predator that faces the recurrent problem of deciding
what to eat. Energy flows into the environment and comes to be stored in dif-
ferent forms. Different types of habitat and prey will yield different amounts of
net energy. By analogy, imagine an academic researcher that faces the recurrent
problems of finding relevant information. Information flows into the environment
to be represented in different types of external media. The different information
sources will have different profitabilities in terms of the amount of valuable infor-
mation.

The basis of foraging theory is a cost and benefit assessment of achieving a
goal where cost is the amount of resources consumed when performing a chosen
activity and the benefit is what is gained from engaging in that activity.

Conceptually, the optimal forager finds the best solution to the problem of
maximizing the rate of benefit returned by effort expended given the energetic
profitabilities of different habitats and prey, and the costs of finding and pursuing
them. By analogy, the optimal information forager finds the best solution to the
problem of maximizing the rate of valuable information gained per unit cost.

Reference [14] expressed the rate of valuable information gained per unit
cost, by the following formula:

R =
G

T
(1)

where:

R, is the rate of gain of valuable information per unit cost,
G, is the ratio of the total amount of valuable information gained,
T , is the total amount of time spent.

In order to adopt both effectiveness and efficiency measures during the experi-
mentation phase, we suggest considering the parameters G and T in representing
the effectiveness and efficiency measures, respectively.
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Accordingly, we propose to evaluate and compare the quality of the results
obtained by our suggested approach relying on the principle of optimal infor-
mation forager and using the basis of the rate R, where G and T represent
respectively the total number of relevant documents returned by the retrieval
system, and the total amount of search time.

3 Probabilistic Relevance Framework

The probabilistic Relevance framework is a formal framework for document
retrieval which led to the development of one of the most successful text-retrieval
algorithms, Okapi BM25. The classic version of Okapi BM25 term-weighting
function, in which the weight wBM25

i is attributed to a given term ti in a docu-
ment d, is obtained using the following formula:

wBM25
i =

tf

k1((1 − b) + b
dl

avdl
) + tf

wRSJ
i (2)

where:
tf , is the frequency of the term ti in a document d;
k1, is a constant;
b, is a constant;
dl, is the document length;
avdl, is the average of document length;
wRSJ

i , is the well-know Robertson/Sparck Jones weight [17]:

wRSJ
i = log

(ri + 0.5)(N − R − ni + ri + 0.5)
(ni − ri + 0.5)(R − ri + 0.5)

(3)

where:
N , is the number of documents in the whole collection;
ni, is the number of documents in the collection containing ti;
R, is the number of documents judged relevant;
ri, is the number of judged relevant documents containing ti.

The RSJ weight can be used with or without relevance information. In the
absence of relevance information (the more usual scenario), the weight is reduced
to a form of classical idf :

wIDF
i = log

N − ni + 0.5
ni + 0.5

(4)

The final BM25 term-weighting function is therefore given by:

wBM25
i =

tf

k1((1 − b) + b
dl

avdl
) + tf

log
N − ni + 0.5

ni + 0.5
(5)

Concerning the internal parameters, a considerable number of experiments
have been done, and suggest that in general values such as 1.2 < k1 < 2 and
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0.5 < b < 0.8 are reasonably good in many cases. Robertson and Zaragoza
[18] have indicated that published versions of Okapi BM25 are based on specific
values assigned to k1 and b: k1 = 2, b = 0.5 As part of the indexing process,
an inverted file is created containing the weight wBM25

i of each term ti in each
document d.

The similarity score between the document d and a query q is then computed
as follows:

ScoreBM25(d, q) =
∑

ti∈q

wBM25
i (6)

During the interrogation process, the relevant documents are selected and ranked
using this similarity score.

3.1 Blind Relevance Feedback for Query Expansion

One of the most successful techniques to improve the retrieval effectiveness of
document ranking is to expand the original query with additional terms that
best capture the actual user intent. Many approaches have been proposed to
generate and extract these additional terms. The Blind Relevance Feedback
(or the Pseudo-Relevance Feedback) is one of the suggested approaches. It uses
the pseudo-relevant documents, i.e. the first documents retrieved in response to
the initial query, to select the most important terms to be used as expansion
features.

In its simplest version, the approach starts by performing an initial search on
the original query using the BM25 term-weighting and the previous document-
scoring function (formula 6), suppose the best ranked documents to be relevant,
assign a score to each term in the top retrieved documents using a term-scoring
function, and then sort them on the basis of their scores. One of the best-
known functions for term-scoring is the Robertson/Sparck Jones term-ranking
function, defined by formula 3. The original query is then expanded by adding
the top ranked terms, and re-interrogated by using the BM25 similarity score
(formula 6), in order to get more relevant results.

In addition to the BM25 Model, we will use the Robertson/Sparck Jones
term-scoring function for Relevance Feedback as a baseline to compare the results
of our proposed approach.

4 The Closeness and Co-occurrence of Terms
for Effectiveness Improvement

The main goals of our proposed method is to return only the relevant documents.
For that purpose, we have introduced the concept of co-occurrence and closeness,
during the search process. This concept is based, at first, on finding for each query
term the locations where it appears and then selecting, from these locations, the
terms which frequently neighbor and co-occur with that query term. To put it
simply, we recover for each query term the documents where it appears, and then
assess the relevance of the terms contained in these documents to the query term
on the basis of:
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1. The co-occurrence, which gives value to words that appear in the largest
possible number of those documents.

2. The proximity and closeness, which gives value to words in which the distance
separating them and the query term within a document, with respect to the
number of words, is small.

These words are then ranked on the basis of their relevance to the whole query
and the top ranked ones are added to that query in order to repeat the search
process.

we started our work by reducing the search space through giving importance
to documents which contain at least two words of the initial query. This means
that the terms, which will be added to the original query, will depend only on
this set of documents. The following formula allows us to select the documents
that contain at least two words of the query, i.e. to pick out any document d
whose ScoreBigram to a query q is greater than zero:

ScoreBigram(q, d) =
i�=j∑

(ti,tj)∈q

(wBM25
i + wBM25

j ) (7)

As we previously mentioned, we will find, in the first step, the terms which
often appear together with the query terms. Finding these words is done by
assigning more importance to words that occur in the largest number of docu-
ments where each term of the query appears. We interpret this importance via
the measurement of the external distance of each term ti of the Rc’ vocabulary
to each term tj(q) of the query q (Rc, is the set of documents returned by using
the formula (7)). This distance, which does not take in consideration the content
of documents, computes the rate of appearance of ti with tj(q) in the collection
of documents Rc. In the case where ti appears in all the documents in which tj(q)
occurs, the value of the external distance will be 1.0; and in the case where ti
does not appear in any of the documents in which tj(q) occurs, the value of the
external distance will be 0.0. Based on this interpretation, the external distance
ExtDist of ti to tj(q) is calculated as follows:

ExtDist(ti, tj(q)) =

∑

dk∈Rc

x(i,k) ∗ x(j,k)

∑

dk∈Rc

x(j,k)

(8)

where:

x(i,k) =
{

1 if ti ∈ dk,
0 else.

dk, is a document that belongs to Rc.
The total external distance between a given term ti and the query q is estimated
as follows:

ExtDist(ti, q) =
∑

tj(q)∈q

ExtDist(ti, tj(q)) (9)
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Our dependence on this distance came as a result of the remarkable outcomes
achieved in [10,11]. The distance was used during the indexing process to com-
pute the external distance between each pair of terms of the dictionary which
appear in at least one document. After that and during the search process, the
original query was expanded by adding, for each term t of the initial query, the
term whose external distance to t is the highest.

In the second step, we will find the terms which are often neighbors to the
query terms. Therefore, we attribute more importance to terms having a short
correlation with the query keywords. We interpret this importance via the mea-
surement of the internal correlation between each term ti of VR and each term
tj(q) of the query q. This correlation, which takes into consideration the con-
tent of documents, computes the correlation between ti and tj(q) within a given
document d in terms of the number of words separating them. The more ti is
close to tj(q), the greater is its internal correlation. For this purpose, we used the
well-known Gaussian kernel function to measure the internal correlation IntDist
between ti and tj(q) within a given document d:

IntDist(d)(ti, tj(q)) = exp

[−(i − j)2

2σ2

]
(10)

where:
i (resp. j), is the position of the term ti (resp. tj(q)) in d;
σ, is a parameter to be tuned.

The terms ti and tj(q) may appear more than once in a document d. Therefore,
the internal distance between the term pair (ti, tj(q)) is estimated by summing all
possible IntDist(d) between ti and tj(q). Thus, the preceding formula becomes:

IntDist(d)(ti, tj(q)) =
∑

occ(ti,tj(q) )

exp

[−(i − j)2

2σ2

]
(11)

where:
occ(ti, tj(q)), is the number of appearance of the term pair (ti, tj(q)) in the docu-
ment d.

The average internal correlation between ti and tj(q) in the whole R is then
determined as follows:

IntDist(ti, tj(q)) =

∑

dk∈R

IntDist(dk)(ti, tj)

C(tj(q))
(12)

The following formula calculates the total internal correlation between a given
term ti and the query q :

IntDist(ti, q) =
∑

tj(q)∈q

IntDist(ti, tj(q)) (13)
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Finally, in order to compute the total correlation (Dist), the values of
ExtDist and IntDist were normalized between 0 and 1. The overall correla-
tion between ti and q is obtained using the following formula:

Dist(ti, q) = λExtDist(ti, q) + (1 − λ)IntDist(ti, q) (14)

where:
λ, is a parameter to adjust the balance between the external and internal corre-
lations (λ ∈ [0, 1]).
Using formula (14), we evaluate the relevance of each term t ∈ VR with respect
to the query q. Then we rank the terms on the basis of their relevance and add
the top ranked ones to the original query q. Based on the BM25 similarity score,
presented in Sect. 3, we retrieve the relevant documents, as follows:

ScoreBM25(d, q′) =
∑

ti∈q′
wBM25

i ∗ β (15)

where:
q′, is the expanded query;

β =
{

1 if ti ∈ q,
Dist(ti, q) else.

5 Experiments

In order to evaluate the effectiveness of the proposed approach, we carried out
a set of experiments. First, we describe the dataset, the software, and the effec-
tiveness measures used. Then, we present the experimental results.

5.1 Dataset

Extensive experiments were performed on OHSUMED test collection. The col-
lection consists of 348 566 references from MEDLINE, the on-line medical infor-
mation database, consisting of titles and/or abstracts from 270 medical journals
over a five-year period (1987-1991). In addition, the OHSUMED collection con-
tains a set of queries, and relevance judgments (a list of which documents are
relevant to each query).

In order that the results be more accurate and credible, we divided the
OHSUMED collection into 6 sub-collections. Each sub-collection has been
defined by a set of documents, queries, and a list of relevance documents. Table 1
summarizes the characteristics of each sub-collection in terms of the number of
documents it contains, the size of the sub-collection, and the number of terms
in the vocabulary (dictionary).

Regarding the queries, the OHSUMED collection includes 106 queries. Each
query is accompanied by a set of relevance judgments chosen from the whole
collection of documents. Partitioning the collection of documents into sub-
collections leads inevitably to a decrease in the number of relevant documents
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Table 1. Characteristics of the sub-collections used for evaluating the proposed
approach.

Size of the collection: (#documents) 50000 100000 150000 200000 250000 300000

(Mb) 26.39 52.36 80.72 107.58 135.05 164.31

Number of terms in the dictionary 81937 120825 156009 184514 211504 237889

for each query. In other words, if we have n documents relevant to a given query
q with respect to the entire collection, then surely we will have m documents
relevant to the same query with respect to one of the sub-collections, where the
value of n is certainly greater or equal to the value of m and, the probability of
non-existence of any relevant document for a given query could be possible. In
this case, in which the value of m is equal to 0, we have removed, for each sub-
collection c, every query does not include any relevant document in c. Table 2
shows the number of queries (Nb Queries) for each sub-collection, the average
query length in terms of number of words (Avr Query Len), the average number
of relevant documents (Avr Rel Doc).

Table 2. Some statistics on the OHSUMED sub-collections queries.

#documents 50000 100000 150000 200000 250000 300000

Nb Queries 82 91 95 97 99 101

Avr Rel Doc 4.23 7 10.94 13.78 15.5 19.24

Avr Query Len 6.79 6.12 5.68 5.74 5.62 5.51

5.2 Software, Effectiveness Measures

The BM25 model, the Relevance Feedback technique presented in Sect. 3, and the
proposed approach have been implemented in Python. All the experiments have
been performed on a Sony-Vaio workstation having an Intel i3-2330M/2.20GHz
processor, 4GB RAM and running Ubuntu GNU/Linux 12.04. The precision and
the Mean Average Precision (MAP) have been used as measures to evaluate the
effectiveness of the systems and to compare the different approaches. As indi-
cated is Sect. 2, the principle of optimal information forager has been employed
to assess the performance of the search methods.

5.3 Results

Before proceeding to compare the quality of the suggested approach with the
BM25 and the Pseudo-Relevance Feedback methods, we fixed the parameter σ of
the internal correlation (formula (10)). For this aim, we considered the internal
correlation as the total correlation (Dist), i.e. λ = 0, and systematically tested a
set of fixed σ values from 1 to 40 in increments of 5. Table 3 presents the precision
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Table 3. The best performance of the proposed approach for different σ.

PSD 10 20 50

σ P@10 MAP P@10 MAP P@10 MAP

1 0.1060 0.2110 0.1048 0.2208 0.1073 0.2193

5 0.1109 0.2265 0.1121 0.2252 0.1146 0.2241

10 0.1109 0.2253 0.1121 0.2255 0.1146 0.2231

15 0.1109 0.2231 0.1121 0.2245 0.1146 0.2228

20 0.1109 0.2230 0.1121 0.2245 0.1146 0.2235

25 0.1109 0.2230 0.1121 0.2245 0.1146 0.2233

30 0.1109 0.2230 0.1121 0.2245 0.1146 0.2233

35 0.1109 0.2230 0.1121 0.2245 0.1146 0.2233

40 0.1109 0.2230 0.1121 0.2245 0.1146 0.2233

values after retrieving 10 documents (P@10) and the Mean Average Precision
(MAP) reached by the proposed approach, while using the sub-collection of
50000 documents. The number of pseudo-relevant documents (denoted by PSD)
was tuned at 10, 20 and 50.

From Table 3, we can conclude that the appropriate values of σ, which bring
the best performance, are 5 and 10.

For all the following experiments, the parameters σ and λ were set to 5 and
0.5, respectively. Moreover, the number of expansion terms added to the initial
query for the proposed system and the Pseudo-Relevance Feedback approaches
was set to 10, which is a typical choice [4].

In the first stage of testing, we evaluated and compared the results of the
suggested approach (EXT/INT), which use both the external and internal cor-
relations, with those of BM25 and RSJ (Robertson/Sparck Jones algorithm for
Relevance Feedback); where we computed the precision values after retrieving
10 documents (P@10). Figure 1 shows the precision values for the EXT/INT,
the BM25 and the RSJ techniques.

In the second stage of testing, we computed the Mean Average Precision
(MAP) score to evaluate the retrieval performance of the EXT/INT, the BM25,
and the Relevance Feedback method.

From Fig. 1a and b, we note an obvious superiority of the suggested approach
EXT/INT compared with the BM25, and this superiority was more significant in
comparison to the RSJ technique. Despite the superiority shown in Fig. 1c, the
result was not similar to that observed in Fig. 1a and b, however, the precision
values of the proposed approach were the best in all the sub-collections.

Through Fig. 1 we can conclude that the proposed method EXT/INT, com-
pared with the rest of the search techniques, succeeded to improve the ranking of
the relevant documents and made them in the first place. The precision values of
the suggested system, after retrieving 10 documents, show a clear and significant
superiority in front of each of BM25 and RSJ techniques, and this confirms the
effectiveness of the EXT/INT approach.
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Fig. 1. Effectiveness comparison of the EXT/INT approach to the state-of-the-art.

Figure 2 shows a clear advantage of the EXT/INT approach compared to the
RSJ in all the sub-collections. It also shows a slight superiority over the BM25
results.

As previously explained in Sect. 2, we propose to use the principle of optimal
information forager in order to adopt both effectiveness and efficiency measures
in evaluating the quality of the obtained results. For this purpose, we calculate
for each query the rate R, illustrated in formula 1, where the parameter G was
taken as the number of relevant documents retrieved and the parameter T as
the total amount of search time. The different rates, each of which is linked to a
query, are then summed and divided by the total number of queries. As a result,
we obtain an average rate R(Q) defined as follows:

R(Q) =
1

|Q|
|Q|∑

i=1

Gqi

Tqi

(16)

where:
|Q|, is the total number of queries,
Gqi , is the number of relevant documents retrieved for query qi,
Tqi , is the total time spent in processing qi.
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Fig. 2. Mean Average Precision (MAP) results of the EXT/INT approach, the BM25
and the RSJ methods.
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Table 4. R(Q)-score achieved by EXT/INT, BM25 and RSJ.

#documents 50000 100000 150000 200000 250000 300000

EXT/INT 14.9049 10.7110 10.1994 9.9643 9.0079 9.2276

BM25 16.0251 11.7612 11.2681 10.9097 10.0364 10.2747

RSJ 11.1365 7.3431 7.0448 6.6212 5.7615 5.9524

It can be seen from Table 4 that the BM25 overcame the EXT/INT approach
in terms of R(Q) values. This superiority is mainly due to the short time taken
by BM25 during the search process as it used only the original query words.
However, it is clear that the proposed method produces the best results over the
RSJ in all cases.

6 Conclusion

In this paper, we proposed a novel term-term similarity score based on the co-
occurrence and closeness of words for retrieval performance improvement. We
have introduced in this work, the concept of the External/Internal similarity of
terms.

We thoroughly tested our approach using the OHSUMED test collection.
The experimental results show that the proposed approach EXT/INT achieved
a significant improvement in effectiveness.

Although the main purpose of relying on the principle of optimal information
forager, and in particular the R(Q) Score, in assessing the quality of retrieval
systems was not to get better results compared to BM25 and RSJ methods,
but rather to introduce a new measure in order to compare the performance of
retrieval systems, taking into account both effectiveness and efficiency measures.

Even though our methods perform quite well, there are some remaining issues
that need to be investigated further. One limitation of this work is the use of
a single test collection. The other one is that the semantic aspect of terms was
not exploited in order to improve the search effectiveness.
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