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Abstract. In this paper it is present a solution to improve the current endo-
scopic exams’ workflow. These exams require complex procedures, such as
using both hands to manipulate buttons and pressing a foot pedal at the same
time, to perform simple tasks like capturing frames for posterior analysis. In
addition to this downside, the act of capturing frames freezes the video. The
developed software module was integrated with the MIVbox device, a device for
the acquisition, processing and storage of the endoscopic results It uses libraries
developed by the PocketSphinx project to recognize a small amount of com-
mands. The module was fine-tuned for the Portuguese language which presents
some specific difficulties with speech recognition. It was obtained a Word Error
Rate (WER) of 23.3 % for the English model and 29.1 % for the Portuguese one.

Keywords: Automatic speech recognition � Hidden Markov Models � Pock-
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1 Introduction

Nowadays it is accepted by most healthcare professionals that information technologies
and informatics are crucial tools to enable a better healthcare practice. The Pew Health
Professions Commission (PHPC) recommended that all healthcare professionals should
be able to use information technologies in their workout [1]. Indeed the technological
evolution has led to an enormous increase in the production of diagnostic tests [2].

EsophagoGastroDuodenoscopy (EGD) and Colonoscopy occupy relevant positions
amongst diagnostic tests, since they combine low cost and good medical results. The
current endoscopic systems do not fully utilize the current advances in technology, and
require a multi-step process to perform simple tasks such as video acquisition and
frame capturing. A gastroenterologists needs to press a programmable button on the
endoscope to freeze the image and then press the pedal to capture and save the dis-
played image [3]. These procedures are not optimal and raise several issues, such as
limiting the range of possible movements of everyone involved and distracting the
gastroenterologist from the objective of the exam: diagnosing anomalies. A possible
solution to this problem could consist in adding a voice recognition module to the
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video acquisition system, providing hands-free control. This module, named MIV-
control, will be integrated into the device named MIVbox.

The module should be speaker-independent and have a very low error rate, even in
noisy environments, and it should be able to capture audio from a microphone
continuously, so that it can run in the background unattended, without human inter-
vention. This requires automatic word segmentation to make recognition possible.
Barnett et al. [4] confirmed that not every language can be recognized with the same
accuracy. Although no definitive theory is provided, they present data that confirms
the claims. Some possible reasons for some languages being harder to recognize than
other include increased frequency of smaller words, language-specific phonemes, and
lack of training data [4].

2 Speech Recognition

Automatic Speech Recognition (ASR) is a process by which a computer processes
human speech, creating a textual representation of the spoken words [5]. Aymen et al.
presented the theoretical foundation of Hidden Markov Models (HMM) for automatic
speech recognition that underpin most recent implementations [6]. There are several
HMM accomplishments, but the most mature ones are the Hidden Markov Model
Toolkit (HTK) [7] and the CMU Sphinx system [8]. HTK is a set of libraries used for
research in automatic speech recognition, implemented using HMM. Its last release was
launched in 2009 and since then it has been largely abandoned [7]. The CMU Sphinx
project started on 1990 and already produced 4 (four) versions of its recognizer [8–11].
Vertanen [12] tested both the HTK and the Sphinx systems with the Wall Street Journal
(WSJ) corpus and found no significant differences in error rate and speed which is
corroborated by independent researchers [13]. Huggins-Daines et al. [14] optimized
SPHINX-II for embedded systems, primarily for those with ARM architecture. This
work has led to the creation of the PocketSphinx project, a Large Vocabulary Con-
tinuous Speech Recognition system developed at the CMU University as an open
source initiative [14]. The PocketSphinx project has been used for many different
idioms, from Native American and Roma [15], Mexican Spanish [16], Mandarin [17],
Arabic [18], and Swedish [19]. These examples show that the PocketSphinx system is
flexible enough so that it is relatively easy for people with phonetics training to extend
it to other languages, with acceptable results. Harvey et al. [5] focused on the creation
of models and general optimization tasks, and managed to create a multilingual system
that has a 2-s processing time on embedded systems, with error rates below 30 % [5].
Kirchhoff et al. suggested other methods to improve the ASR systems’ performance,
such as including non-acoustic data [20].

3 Voice-Controlled Endoscopic Exams Acquisition

MyEndoscopy is a web-based system developed to link different entities and stan-
dardize the patient’s clinical process management, in order to promote sharing of
information between different entities [21]. It acts like a private cloud, with several
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devices providing and using services via common protocols. As more health institu-
tions need this kind of services, it can be useful to pool users in common clouds, with
costs shared between all the institutions, increasing the scale at which services are
provided, to lower individual costs [21].

TheMIVbox device is part of that system, and was developed to tackle the problems
that healthcare professionals face when performing endoscopic procedures, including
replacing the current analogue video acquisition with a more up-to-date integrated
digital system [21]. Currently, gastroenterologists use a pedal to capture relevant
frames. The main goal of the MIVcontrol module is to replace the pedal with voice
commands collected from a microphone that interact with the MIVacquisition module.
As presented on Fig. 1, the MIVacquisition module receives the video that is feed
directly from the endoscopic tower and provides it to all the other MIVbox devices [22].
By integrating theMIVcontrol module on the gastroenterologist’s workflow, the system
can perform frame capturing and video control on the fly, without the need for any
extra buttons. In addition, it is much easier to extend it to accept new functionalities,
which stand for new commands.

4 Implementation

The creation of the speech model used in the MIVcontrol module requires annotated
audio and consists of two phases: creating the text model and creating the acoustic
model. The language model is a high-level description of all valid phrases (i.e. com-
bination of words) in a certain language. It may be classified either as statistical models
[23] or as Context-Free Grammars [24]. SphinxBase requires the grammar to be
defined in Java Speech Grammar Format (JSGF) [25]. The statistical language model is
automatically created based on the command list. The dictionary is a map between each
command and the phonemes it contains. A phoneme is defined as the basic unit of
phonology, which can be combined to form words. Since the list of required commands
is small, all the dictionaries were created manually. It is presented on Fig. 2 as
LmCreate. The acoustic model is trained using SphinxTrain and maps audio features
to the phonemes they represent, for those included in the dictionary.

Fig. 1. MIVcontrol global architecture
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The training performed by SphinxTrain requires previous knowledge of the dic-
tionary and a transcription for each utterance, in order to map each utterance to its
corresponding phonetic information. It is presented on Fig. 2 as AmCreate. The audio
is split into utterances by tracking silent periods between them, and processed to create
a set of features that feed into the HMM. The final result is the most likely command
contained in its dictionary.

5 Discussion

The parameters that have a larger impact on themodel’s accuracy, and so will be tested, are
the number of tied states used in the HMM and the number of Gaussian mixture distri-
butions. To test the accuracy of the model, 10-fold cross-validation is performed on the
data. The audio corpus in which the system was tested contained two languages, Portu-
guese and English, with a total of 1405 recordings, totalling 25 min of speech, recorded by
5 female and 7 male speakers, recorded in both noisy and quiet conditions. The vocabulary
used was chosen so that it would be useful for direct application is the context of endo-
scopic procedures. The results are presented as precision-recall matrices. The OTHER
label consists of unrecognizable commands or out-of-vocabulary predictions.

To the English model, the best results were obtained for 100 Gaussian mixture
distribution and 8 tied states (Table 1). This model has a Total Error Rate of 23.27 %,
corresponding to 128 errors in 550 commands.

Fig. 2. MIVcontrol model training procedure

Table 1. Confusion Matrix for the English model, for 100 Gaussian mixtures and 8 tied states

“continue” “end” “hold” “start” “take
picture”

OTHER RECALL

“continue” 69 8 3 2 21 7 62.73 %
“end” 3 74 3 17 9 4 67.27 %
“hold” 0 4 89 8 0 9 80.91 %
“start” 0 7 4 95 0 4 86.36 %
“take

picture”
1 4 2 2 95 6 86.36 %

OTHER 0 0 0 0 0 0 0
PRECISION 94.52 % 76.29 % 88.12 % 76.61 % 76.00 % 30 550
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For the Portuguese (pt-PT) model, the best results were obtained for 150 Gaussian
mixture distributions and 8 tied states (Table 2). This model has a Total Error Rate is
29.1 %, corresponding to 249 errors in 855 commands. The difference can be explained
by the fact that the similarity among the Portuguese commands is superior, and some
sounds might not be detected by the recognizer.

6 Conclusions

This paper presents a voice recognizer for a very small vocabulary to be used as a
command and control system, integrated on the MyEndoscopy system, leveraging the
capabilities of the CMU Sphinx project, particularly the PocketSphinx libraries. It was
created to respond to issues with the current solutions reported by gastroenterologists,
and can be presented as an alternative to cloud-based solutions, such as Google Speech
API. In a medical environment, cloud-based solutions pose certain challenges that
might degrade their desirability, such as security and privacy issues. Legal reasons on
systems that deal with sensitive data also have to be accounted with. Having a system
that can be installed inside the healthcare institutions’ network without external
dependencies is a plus for the reasons presented above. The results obtained required an
extensive tuning to the PocketSphinx parameters, particularly for the Portuguese
model. This tuning is necessary because the system was not designed to recognize
Romance languages like Portuguese one. Future work may involve the creation of
models adapted to each specific user, instead of the one-size-fits-all approach followed
in this work.
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