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Abstract. Classification of objects is an important task in computer vision. In 
the case that the objects are occlusion or outdoor environment, classification of 
objects is a challenging problem. The primary goal of this paper is to classify 
the object into two classes: human and car in an outdoor environment. In order 
to detect object classification, most of existing methods separated detecting ob-
ject region from pre-defined background model. Here, we propose a method to 
implement classification of human and car in outdoor environment using 
contourlet transform combined with support vector machine as a classifier for 
classification of objects. The proposed method tested on standard dataset like 
PEST2001 dataset. For demonstrating the superiority of the proposed method, 
we have compared the results with the other recent methods available in litera-
ture. 
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1 Introduction 

Classification of objects is an important task in computer vision, where we classify 
human and non-human objects in real scene [1]. There are two tasks for image under-
standing: object detection and classification in the past decades. The object classifica-
tion aims to predict the existence of objects within images while the object detection 
is localizing the objects [2]. Any object classification algorithm is to develop a meth-
od having capability to interpret the objects into different groups. Object classification 
algorithm must work under real-time constraints and must be robust in variation in 
natural conditions, different sizes of human objects, etc [10]. Feature selection and 
machine learning are the key components in any classification algorithm. Most of 
object classification algorithms developed base on Machine learning methods [3].  

In the past, many algorithms have been built to object classification. Lowe [4] used 
Scale Invariant Feature Transform as a feature descriptor for object recognition. Lu 
[5] proposed a visual feature for object classification based on binary pattern. Dalal 
[6] proposed Histogram of oriented Gradient (HoG) as a feature descriptor for object 
detection. Cao [7] proposed a method by extending the HoG to boosting HoG feature. 
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All the methods discussed above have local advantages or disadvantages depending 
on the features they have used [10].  

Yu [8] proposed wavelet method for visual classification. This method uses real 
valued discrete wavelet transform. Real valued wavelet transform has three major 
problems: lack of shift sensitivity, poor directionality and lack of strong edge detec-
tion [11]. This drawback affects the process of feature selection. To increase the abil-
ity to identify objects, we use contourlet transform to overcome these problems. 

In this paper, we propose a method to implement classification human and car in an 
outdoor environment using contourlet transform combined with support vector ma-
chine as a classifier for classification of objects. The proposed method was tested on a 
standard dataset like PEST2001 dataset. For demonstrating the superiority of the pro-
posed method, we have compared the results with the other recent methods by Lu [5] 
and Renno [9]. We use three different performance metrics: average classification 
accuracy, true positive rate (recall), and predicted positive rate (precision) for this 
comparison. 

The rest of the paper is organized as follows: in section 2, we described the basic of 
feature selection, contourlet transform and details of the support vector machine clas-
sifier; the proposed method is presented in section 3; the results of proposed method 
are given in section 4 and conclusions in section 5. 

2 Background 

2.1 The Contourlet Transform 

Real valued wavelet transform suffers from three major problems: lack of shift sensi-
tivity, poor directionality and lack of strong edge detection. Do [12] proposed a solu-
tion to overcome these problems by contourlet transform (CT). 

Contourlets constitute a new family of frames that are designed to represent 
smooth contours in different directions of an image. A contourlet is easily applied in 
image processing because its representation is a fixed transform [12, 16]. The 
contourlet not only inherits the main qualities of wavelet transform, such as multi-
scale and time-frequency information, but also captures direction characteristics. It 
holds the geometrical formation of images and implements a true sparse representa-
tion of images. The contourlet allows for a different number of directions at each 
scale and aspect ratios. This feature allows an efficient contourlet-based approxima-
tion of a smooth contour at multiple resolutions. The discrete contourlet transform is a 
multiscale and directional decomposition using a combination of Laplacian pyramid 
(LP) and directional filter bank (DFB) [12, 16].  

The idea of the contourlet construction [12] is: let a0[n] be the input image, the 
output after the LP step is I bandpass images bi[n], i =1, 2,..., I and a lowpass image 
aI[n]. Each bandpass image bi[n] is decomposed by an ℓi -level DFB into 2ℓi bandpass 
directional images i(l )

i,kc [n] , for k = 0, 1,…, 2ℓi -1 . 
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Fig. 1. Contourlet decomposition 

In the discrete contourlet transform, the multiscale and directional decomposition 
steps are decoupled. Therefore, we have different numbers of directions at different 
scales. Contourlet decomposition proceeds through two main steps: first, LP 
multiscale decomposition is performed; then directional filter bank decomposition is 
used to link point discontinuity to linear structures. In more detail, an image is de-
composed into a low pass image and bandpass images by the LP decomposition. Each 
bandpass output is further decomposed by the DFB step. The output of the DFB step 
consists of smooth contours and directional edges. In this paper, each directional 
subband at each level consists of 2n element, where n is a positive integer. Figure 1 
shows a contourlet decomposition [16]. Human and car object classification are a 
problem where the objects may present in translated as well as rotated form among 
different scenes. Contourlet transform has the time-frequency-localization and 
multiscale properties of wavelets. It offers a high degree of directionality and anisot-
ropy. Therefore, the properties of contourlet transform will be useful for classification 
of human and car object. 

2.2 Support Vector Machine Classifier 

Support vector machines (SVM) include associated learning algorithms that analyze 
data and recognize patterns, used for classification and regression analysis in machine 
learning. SVM can efficiently perform a non-linear classification, implicitly mapping 
their inputs into high-dimensional feature spaces. 

SVM is a popular classifier. The classifier objects are into two categories: object 
and non-object data [13]. In here, we detect two types: human and car object. 

An n-dimensional object x has n-coordinates. 

( )1 2 3, , , , nx x x x x= ……
, 

where, each 
ix R∈  for i=1, 2, 3,….,n . 

Each object xj belongs to a class { }jy -1,+1∈ . Consider a training set T of m pat-

terns together with their classes, 
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( ) ( ) ( ){ }1 1 2 2, , , ,..., ,n nT x y x y x y=
 

and a dot product space S, in which the objects are embedded: 1 2 mx ,x ,.....,x S∈ . 

Any hyperplane in the space S can be written as: 

{ }| . 0 , ,x S w x b w S b R∈ + = ∈ ∈
 

The dot product w.x is defined by [10]:  
If there exists at least one linear classifier defined by the pair (w, b) which correct-

ly classifies all objects as shown in Figure 2 then a training set of objects is linearly 
separable [10].  The linear classifier is represented by the hyperplane H (w.x+b=0) 
and defines a region for class +1 and another region for class -1 objects. 

 
Fig. 2. Linear classifier [10] defined by the hyperplane H 

After training, the classifier is ready to predict the class membership for new ob-
jects, different from those used in training. The class of object xk is determined with 
the equation [10]:  

( ) . 01

. 01
k

k
k

w x bif
class x

w x bif

+ >+
=  + <−

 

2.3 Feature Selection 

Feature selection is to select a subset of input variables with no predictive information 
by eliminating features. It can significantly improve the comprehensibility of the re-
sulting classifier models. A feature is a function of one or more measurements com-
puted so that it quantifies some significant characteristics of objects [15]. In any ob-
ject classification algorithm, the selection of appropriate feature is very important. We 
see that the performance of classifier will increase if the correct feature is selected for 
classification algorithm. In our proposed work for human and car classification, we 
have used contourlet transform coefficients as a feature set. We have taken combina-
tion of two different features – contourlet transform and support vector machines. A 
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brief description of these two features and why they are useful for human object clas-
sification are described in subsection 2.1 and 2.2 respectively. 

3 The Proposed Method 

In this section, we propose a method for object classification. The proposed method 
uses contourlet transform coefficient as a feature evaluation set and support vector 
machine as a classifier for classification of data into two categories: human object and 
car object. Steps of the proposed method are described as figure 3: 

 

 

 

 

Fig. 3. The process of the proposed method 

    

   

   

Fig. 4. Sample images with car and human objects of PEST2001 dataset 

Firstly, we collect sample images for training and testing the classifier. In here, we 
have taken PETS2001 dataset [14] images for training and testing purpose. We have 
created our own dataset that consists of 500 images (300 images for training and 200 
images for testing). We have shown some car and human objects of PEST2001 da-
taset [14] in figure 4. 
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The images in PEST2001 dataset are of different size. To reduce complexity, we 
should require normalization of these images. The collected images are scale normal-
ized to 256 x 256 pixel dimensions. We also converted to the gray level images from 
the RGB color space. 

Secondly, we compute feature vectors. In the proposed method, image frames are 
decomposed into complex wavelet coefficients using contourlet transform. After ap-
plying contourlet transform, we get coefficients in form of two filters: low-pass filter 
image and high-pass filter image as shown in figure 1. The value of high-pass filtered 
image is used as feature values of different images, because high-pass filtered image 
provides detailed coefficient of images, which is in form of complex values. We have 
skipped the value of the low-pass filtered image, because the low-pass filter image 
provides the approximation of coefficients of the image, which is in form of real val-
ues. 

Thirdly, we train the classifier using feature values as the same algorithm in [10], 
which we have got in step 3. We have used SVM classifier, in which we have assign 
value ‘0’ for car object data and value ‘1’ for human object data by detecting car and 
human from image to image. By using feature value of images and assigning value of 
data, SVM classifier trained for classification. Detailed information of SVM classifier 
is given in section 2. 

Finally, we are to classify the test data into one of the two categories: car and hu-
man object. For this process, we compute the feature vector of image using step 3 of 
the proposed method, then this computed feature value is supplied into SVM classifi-
er, where SVM classifier analyzes this feature value by previously trained data and 
gives the result of two value ‘0’ and ‘1’, where ‘0’ indicates car object data and ‘1’ 
indicates human object data. The same process will be repeated for all test data. 

4 Experimental and Evaluation 

In this section, we apply the procedure described in section 3 and achieved a superior 
performance in our object classification experiments as demonstrated in this section. 
For performance evaluation, we compare the results of the proposed method based on 
combined contourlet transform (CT) with SVM with the methods: method proposed 
by Lu [5] and Renno [9].  

The quality of car and human object is increasing by comparison with the value of 
average classification accuracy, True positive rate (TPR) (Recall), and Predicted posi-
tive rate (PPR) (Precision). The proposed method has been tested on PEST2001 per-
son dataset [14]. We have evaluated the proposed method for multiple levels of 
contourlet transform coefficients (L = 1, 2, …, 6).  

The different performance metrics, such as Average classification accuracy (ACA), 
True positive rate (TPR) (Recall) and Predicted positive rate (PPR) (Precision), are 
depended on four values: True Positive (TP), TN (True Negative), FP (False Positive) 
and False Negative (FN), where [10]:  

+ TP is the number of images, which are originally positive images and classified 
as positive images. 
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+ TN is the number of images, which are originally negative images and classified 
as negative images.  

+ FP is the number of images, which are originally negative images and classified 
as positive images.  

+ FN is the number of images, which are originally positive images and classified 
as negative images. 

All above three performance metrics are defined in [10]. In here, we review param-
eters following: 

+ ACA is defined as the proportion of the total number of prediction that was cor-

rect: TP+TN
ACA=

TP+TN+FP+FN
 

+ TPR is defined as the proportion of positive cases that were correctly classified 

as positive: TP
TPR (Recall)=

FP+FN
 

+ PPR is defined as the proportion of the predicted positive cases that were correct: 
TP

PPR(Precision)=
FP+TP

 

Now, we have experimented on PEST2001 dataset. Here, we report the results as 
shown in figure 5. 

 

   
Fig. 5. Car and human classification in PEST2001 dataset (image in RGB color space) 

Table 1 shows the value of TPR, PPR and ACA of proposed method with other 
method.  

From table 1, one can observe that the proposed method gives better than perfor-
mance results at higher levels of contourlet transform in comparison to other methods 
[6, 9], as a feature, for human and car object classification. 

5 Conclusions 

In the present work, our aim is to classify objects into two types of classes: human and 
car. We develop a method for object classification in real scenes using contourlet trans-
form as a feature set. Contourlet allows for a different number of directions at each scale 
and aspect ratios. This feature allows an efficient contourlet to have based approxima-
tion of a smooth contour at multiple resolutions. Human and car object classification is a 
problem where the objects may present in translated as well as rotated form among 
different scenes. Contourlet transform has the time-frequency-localization  
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Table 1. Performance Measure Values TPR, PPR and ACA 

 
 
and multiscale properties of wavelets. It offers a high degree of directionality and ani-
sotropy. Therefore, the properties of contourlet transform will be useful for classifica-
tion of human and car objects. 

The proposed approach first trains SVM classifier by using contourlet coefficients of 
data as a feature set and then classifies testing data into one of the two categories: hu-
man and car objects. The proposed method is compared with other methods proposed by 
Lu [5] and Renno [9]. Experiments show that the proposed method gives better classifi-
cation results at higher levels of contourlet transform and provide better results than 
other methods. The proposed method can detect human objects in a complex back-
ground. 
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