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Abstract. Speech recognition is the important problem in pattern recognition 
research field. In this paper, the un-normalized, symmetric normalized, and 
random walk graph Laplacian based semi-supervised learning methods will be 
applied to the network derived from the MFCC feature vectors of the speech da-
taset. Experiment results show that the performance of the random walk and the 
symmetric normalized graph Laplacian based methods are at least as good as 
the performance of the un-normalized graph Laplacian based method. Moreo-
ver, the sensitivity measures of these three semi-supervised learning methods 
are much better than the sensitivity measure of the current state of the art Hid-
den Markov Model method in speech recognition problem.    
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1 Introduction 

Two of the most noticeable areas of machine learning research are supervised and un-
supervised learning. In supervised learning, a learner tries to obtain a predictive mod-
el from explicitly labeled training samples. However, in unsupervised learning, a 
learner tries to mine a descriptive model from unlabeled training samples. Recently, 
interest has increased in the hybrid problem of learning a predictive model given a 
combination of both labeled and unlabeled samples. This revised learning problem, 
commonly referred to as semi-supervised learning, rises in many real world applica-
tions, such as text and gene classification [1,2,3,4,5], because of the freely available 
of unlabeled data and because of the labor-intensive effort and high time complexity 
to obtain the explicitly labeled data. For example, in text classification, excessive 
work is required to manually label a set of documents for supervised training while 
unlabeled documents are available in abundance. It is normal, in this case, to try to 
exploit the existence of a large set of unlabeled documents and to lessen the number 
of labeled documents required to learn a good document classifier. Similarly, in the 
problem of predicting gene function from microarray data and sequence information, 
the experiments needed to label a subset of the genes are normally very costly to  
conduct. As a result, there exist only a few hundred labeled genes out of the popula-
tion of thousands. 
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Although it is a challenging problem, semi-supervised learning offers acceptable 
promise in practice that many algorithms have been suggested for this type of prob-
lem in the past few years. Among these algorithms, graph based learning algorithms 
have become common due to their computational efficiency and their effectiveness at 
semi-supervised learning. Some of these graph based learning algorithms make pre-
dictions directly for a target set of unlabeled data without creating a model that can be 
used for out-of-sample predictions. This process is called transductive learning. Such 
algorithms avoid many of the requirements of traditional supervised learning and can 
be much simpler as a result. However, other approaches to semi-supervised learning 
still create a model that can be used to predict unseen test data. 

In this paper, we will present the graph based semi-supervised learning methods, de-
rive their detailed regularization framework, and apply these methods to automatic 
speech recognition problem. To the best of our knowledge, this work has not been in-
vestigated. Researchers have worked in automatic speech recognition for almost six 
decades. The earliest attempts were made in the 1950’s. In the 1980’s, speech recogni-
tion research was characterized by a shift in technology from template-based approaches 
to statistical modeling methods, especially Hidden Markov Models (HMM). Hidden 
Markov Models (HMM) have been the core of most speech recognition systems for 
over a decade and is considered the current state of the art method for automatic speech 
recognition system [6]. Second, to classify the speech samples, a graph (i.e. kernel) 
which is the natural model of relationship between speech samples can also be em-
ployed. In this model, the nodes represent speech samples. The edges represent for the 
possible interactions between nodes. Then, machine learning methods such as Support 
Vector Machine [7], Artificial Neural Networks [8], or nearest-neighbor classifiers [9] 
can be applied to this graph to classify the speech samples. The nearest-neighbor classi-
fiers method labels the speech sample with the label that occurs frequently in the speech 
sample’s adjacent nodes in the network. Hence neighbor counting method does not 
utilize the full topology of the network. However, the Artificial Neural Networks, Sup-
port Vector Machine, and graph based semi-supervised learning methods utilize the full 
topology of the network. Moreover, the Artificial Neural Networks and Support Vector 
Machine are supervised learning methods. 

While nearest-neighbor classifiers method, the Artificial Neural Networks, and the 
graph based semi-supervised learning methods are all based on the assumption that 
the labels of two adjacent speech samples in graph are likely to be the same, SVM 
does not rely on this assumption. Graphs used in nearest-neighbor classifiers method, 
Artificial Neural Networks, and the graph based semi-supervised learning method are 
very sparse. However, the graph (i.e. kernel) used in SVM is fully-connected. 

In the last decade, the normalized graph Laplacian [2], random walk graph 
Laplacian [1], and the un-normalized graph Laplacian [3, 5] based semi-supervised 
learning methods have successfully been applied to some specific classification tasks 
such as digit recognition, text classification, and protein function prediction. Howev-
er, to the best of our knowledge, the graph based semi-supervised learning methods 
have not yet been applied to automatic speech recognition problem and hence their 
overall sensitivity performance measure comparisons have not been done. In this 
paper, we will apply three un-normalized, symmetric normalized, and random walk 
graph Laplacian based semi-supervised learning methods to the network derived from 
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the speech samples. The main point of these three methods is to let every node of the 
graph iteratively propagates its label information to its adjacent nodes and the process 
is repeated until convergence [2]. 

We will organize the paper as follows: Section 2 will introduce graph based semi-
supervised learning algorithms in detail. Section 3 will show how to derive the closed 
form solutions of normalized and un-normalized graph Laplacian based semi-supervised 
learning from regularization framework. In section 4, we will apply these three algo-
rithms to the network derived from speech samples available from the IC Design lab at 
Faculty of Electricals-Electronics Engineering, University of Technology, Ho Chi Minh 
City. Section 5 will conclude this paper and discuss the future directions of researches of 
this automatic speech recognition problem utilizing hypergraph Laplacian. 

2 Algorithms 

Given a set of feature vectors of speech samples ሼݔଵ, … , ,௟ݔ ,௟ାଵݔ … , ݊ ௟ା௨} whereݔ ൌ ݈ ൅  is the total number of speech samples in the network, define c be the total ݑ
number of words and the matrix ܨ א ܴ௡כ௖ be the estimated label matrix for the set of 
feature vectors of speech samples ሼݔଵ, … , ,௟ݔ ,௟ାଵݔ … , -௜ is laݔ ௟ା௨}, where the pointݔ
beled as sign(ܨ௜௝) for each word j (1 ൑ ݆ ൑ ܿ). Please note that ሼݔଵ, … ,  ௟ሽ is the set ofݔ
all labeled points and ሼݔ௟ାଵ, … , -௟ା௨ሽ is the set of all un-labeled points. The way conݔ
structing the feature vectors of speech samples will be discussed in Section IV.   

Let ܻ א ܴ௡כ௖ the initial label matrix for n speech samples in the network be de-
fined as follows 

௜ܻ௝ ൌ ቐ 1 ݀݊ܽ ݆ ݀ݎ݋ݓ ݋ݐ ݏ݃݊݋௜ܾ݈݁ݔ ݂݅ 1 ൑ ݅ ൑ ݈െ1 ݂݅ ݔ௜ ݀1 ݀݊ܽ ݆ ݀ݎ݋ݓ ݋ݐ ݃݊݋݈ܾ݁ ݐ݋݊ ݏ݁݋ ൑ ݅ ൑ ݈0 ݂݅ ݈ ൅ 1 ൑ ݅ ൑ ݊  

Our objective is to predict the labels of the un-labeled points ݔ௟ାଵ, … ,  ௟ା௨. We canݔ
achieve this objective by letting every node (i.e. speech sample) in the network itera-
tively propagates its label information to its adjacent nodes and this process is repeat-
ed until convergence.  

Let ܹ represents the network. 

Random walk graph Laplacian based semi-supervised learning algorithm 
In this section, we slightly change the original random walk graph Laplacian based 
semi-supervised learning algorithm can be obtained from [1]. The outline of 
the new version of this algorithm is as follows 

1. Form the affinity matrix W. The way constructing W will be discussed 
in section IV. 

2. Construct ܵ௥௪ ൌ ܦ ଵܹ whereିܦ ൌ ݀݅ܽ݃ሺ݀ଵ, ݀ଶ, … , ݀௡ሻ and ݀௜ ൌ∑ ௜ܹ௝௝   
3. Iterate until convergence ܨሺ௧ାଵሻ ൌ ሺ௧ሻܨ௥௪ܵߙ ൅ ሺ1 െ -ሻܻ, where α is an arbitrary parameߙ

ter belongs to [0,1] 
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4. Let כܨ be the limit of the sequence {ܨሺ௧ሻ}. For each word j, label each 
speech samples ݔ௜ (݈ ൅ 1 ൑ ݅ ൑ ݈ ൅ כ௜௝ܨ)ሻ as signݑ ) 

Next, we look for the closed-form solution of the random walk graph Laplacian 
based semi-supervised learning. In the other words, we need to show that כܨ ൌ lim௧՜ஶ ሺ௧ሻܨ ൌ ሺ1 െ ܫሻሺߙ െ  ௥௪ሻିଵܻܵߙ

 Suppose ܨሺ଴ሻ ൌ ܻ, then 
ሺଵሻܨ                      ൌ ሺ଴ሻܨ௥௪ܵߙ ൅ ሺ1 െ  ሻܻߙ
                             ൌ ௥௪ܻܵߙ ൅ ሺ1 െ  ሻܻߙ
ሺଶሻܨ                      ൌ ሺଵሻܨ௥௪ܵߙ ൅ ሺ1 െ  ሻܻߙ
                             ൌ ௥௪ܻܵߙ௥௪ሺܵߙ ൅ ሺ1 െ ሻܻሻߙ ൅ ሺ1 െ  ሻܻߙ
                             ൌ ଶܵ௥௪ଶߙ ܻ ൅ ሺ1 െ ௥௪ܻܵߙሻߙ ൅ ሺ1 െ  ሻܻߙ
ሺଷሻܨ                      ൌ ሺଶሻܨ௥௪ܵߙ ൅ ሺ1 െ  ሻܻߙ
                             ൌ ଶܵ௥௪ଶߙ௥௪ሺܵߙ ܻ ൅ ሺ1 െ ௥௪ܻܵߙሻߙ ൅ ሺ1 െ ሻܻሻߙ ൅ ሺ1 െ  ሻܻߙ
                             ൌ ଷܵ௥௪ଷߙ ܻ ൅ ሺ1 െ ଶܵ௥௪ଶߙሻߙ ܻ ൅ ሺ1 െ ௥௪ܻܵߙሻߙ ൅ ሺ1 െ  ሻܻߙ

… 
Thus, by induction, 

ሺ௧ሻܨ ൌ ௧ܵ௥௪௧ߙ ܻ ൅ ሺ1 െ ሻߙ ෍ሺܵߙ௥௪ሻ௜௧ିଵ
௜ୀ଴ ܻ 

Since ܵ௥௪ is the stochastic matrix, its eigenvalues are in [-1,1]. Moreover, since 
0<α<1, thus lim௧՜ஶ ௧ܵ௥௪௧ߙ ൌ 0 

lim௧՜ஶ ෍ሺܵߙ௥௪ሻ௜௧ିଵ
௜ୀ଴ ൌ ሺܫ െ  ௥௪ሻିଵܵߙ

Therefore, כܨ ൌ lim௧՜ஶ ሺ௧ሻܨ ൌ ሺ1 െ ܫሻሺߙ െ  ௥௪ሻିଵܻܵߙ

Now, from the above formula, we can compute כܨ directly. 
The original random walk graph Laplacian based semi-supervised learning algo-

rithm developed by Zhu can be derived from the modified algorithm by setting ߙ௜ ൌ 0, where 1 ൑ ݅ ൑ ݈ and ߙ௜ ൌ 1, where ݈ ൅ 1 ൑ ݅ ൑ ݈ ൅  In the other words, we .ݑ
can express ܨሺ௧ାଵሻ in matrix form as follows ܨሺ௧ାଵሻ ൌ ሺ௧ሻܨఈܵ௥௪ܫ ൅ ሺܫ െ  ఈሻܻ, whereܫ

I is the identity matrix and 

ఈܫ ൌ ێێۏ
0ۍێێ … ڭ0 ڰ 0ڭ … 0 0

0 1 ڮ ڭ0 ڰ 0ڭ … ۑۑے1
  ሻݔ݅ݎݐܽ݉ ݈ܽ݊݋݃ܽ݅݀ ݄݁ݐ ݏ݅ ఈܫሺ ېۑۑ
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Normalized graph Laplacian based semi-supervised learning algorithm 
Next, we will give the brief overview of the original normalized graph Laplacian 
based semi-supervised learning algorithm can be obtained from [2]. The outline of 
this algorithm is as follows 

1. Form the affinity matrix ܹ 

2. Construct ܵ௦௬௠ ൌ ܦ భమ whereିܦభమܹିܦ ൌ ݀݅ܽ݃ሺ݀ଵ, ݀ଶ, … , ݀௡ሻ and ݀௜ ൌ ∑ ௜ܹ௝௝   
3. Iterate until convergence ܨሺ௧ାଵሻ ൌ ሺ௧ሻܨ௦௬௠ܵߙ ൅ ሺ1 െ -ሻܻ, where α is an arbitrary parameߙ

ter belongs to [0,1] 
4. Let כܨ be the limit of the sequence {ܨሺ௧ሻ}. For each word j, label each 

speech samples ݔ௜ (݈ ൅ 1 ൑ ݅ ൑ ݈ ൅ כ௜௝ܨ)ሻ as signݑ ) 

Next, we look for the closed-form solution of the normalized graph Laplacian 
based semi-supervised learning. In the other words, we need to show that כܨ ൌ lim௧՜ஶ ሺ௧ሻܨ ൌ ሺ1 െ ܫሻ൫ߙ െ  ௦௬௠൯ିଵܻܵߙ

Suppose ܨሺ଴ሻ ൌ ܻ, then 
ሺଵሻܨ                      ൌ ሺ଴ሻܨ௦௬௠ܵߙ ൅ ሺ1 െ  ሻܻߙ
                             ൌ ௦௬௠ܻܵߙ ൅ ሺ1 െ  ሻܻߙ
ሺଶሻܨ                      ൌ ሺଵሻܨ௦௬௠ܵߙ ൅ ሺ1 െ  ሻܻߙ
                             ൌ ଶܵ௦௬௠ଶߙ ܻ ൅ ሺ1 െ ௦௬௠ܻܵߙሻߙ ൅ ሺ1 െ  ሻܻߙ
ሺଷሻܨ                      ൌ ሺଶሻܨ௦௬௠ܵߙ ൅ ሺ1 െ  ሻܻߙ
                             ൌ ଷܵ௦௬௠ଷߙ ܻ ൅ ሺ1 െ ଶܵ௦௬௠ଶߙሻߙ ܻ ൅ ሺ1 െ ௦௬௠ܻܵߙሻߙ ൅ ሺ1 െ  ሻܻߙ

… 

Thus, by induction, 

ሺ௧ሻܨ ൌ ௧ܵ௦௬௠௧ߙ ܻ ൅ ሺ1 െ ሻߙ ෍ሺܵߙ௦௬௠ሻ௜௧ିଵ
௜ୀ଴ ܻ 

Since ିܦభమܹିܦభమ is similar to ିܦଵܹ which is a stochastic matrix, eigenvalues of ିܦభమܹିܦభమ belong to [-1,1]. Moreover, since 0<α<1, thus lim௧՜ஶ ௧ܵ௦௬௠௧ߙ ൌ 0 lim௧՜ஶ ෍ሺܵߙ௦௬௠ሻ௜௧ିଵ
௜ୀ଴ ൌ ሺܫ െ  ௦௬௠ሻିଵܵߙ

Therefore, כܨ ൌ lim௧՜ஶ ሺ௧ሻܨ ൌ ሺ1 െ ܫሻሺߙ െ  ௦௬௠ሻିଵܻܵߙ

Now, from the above formula, we can compute כܨ directly.  
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Un-normalized graph Laplacian based semi-supervised learning algorithm 
Finally, we will give the brief overview of the un-normalized graph Laplacian based 
semi-supervised learning algorithm [3]. The outline of this algorithm is as follows 

1. Form the affinity matrix ܹ 
2. Construct ܮ ൌ ܦ െ ܹ, where ܦ ൌ ݀݅ܽ݃ሺ݀ଵ, ݀ଶ, … , ݀௡ሻ and ݀௜ ൌ∑ ௜ܹ௝௝                                                                  
3. Compute closed form solution כܨ ൌ ܮሺߛ ൅  is any ߛ ሻିଵܻ, whereܫߛ

positive parameter 
4. For each word j, label each speech samples ݔ௜ (݈ ൅ 1 ൑ ݅ ൑ ݈ ൅  ሻ asݑ

sign(ܨ௜௝כ ) 

The closed form solution כܨ of un-normalized hypergraph Laplacian based semi-
supervised learning algorithm will be derived clearly and completely in Regulariza-
tion Framework section. 

3 Regularization Frameworks 

In this section, we will develop the regularization framework for the normalized graph 
Laplacian based semi-supervised learning iterative version. First, let’s consider the 
error function  

ሻܨሺܧ ൌ ቐ12 ෍ ௜ܹ௝௡
௜,௝ୀଵ ብ ௜ඥ݀௜ܨ െ ௝ඥܨ ௝݀ብଶቑ ൅ ߛ ෍ԡܨ௜ െ ௜ܻԡଶ௡

௜ୀଵ  

In this error function ܧሺܨሻ, ܨ௜ and ௜ܻ belong to ܴ௖. Please note that c is the total 

number of words, ݀௜ሺ௞ሻ ൌ ∑ ௜ܹ௝ሺ௞ሻ௝ , and ߛ is the positive regularization parameter. 

Hence ܨ ൌ ൥ܨଵ்ܨڭ௡் ൩  ܽ݊݀ ܻ ൌ ൥ ଵ்ܻܻڭ௡் ൩ 

Here ܧሺܨሻ stands for the sum of the square loss between the estimated label matrix 
and the initial label matrix and the smoothness constraint.  

Hence we can rewrite ܧሺܨሻ as follows ܧሺܨሻ ൌ ܫ൫்ܨ൫݁ܿܽݎݐ െ ܵ௦௬௠൯ܨ൯ ൅ ܨሺሺ݁ܿܽݎݐߛ െ ܻሻ்ሺܨ െ ܻሻሻ 

Our objective is to minimize this error function. In the other words, we solve  ߲ܨ߲ܧ ൌ 0 
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This will lead to  ൫ܫ െ ܵ௦௬௠൯ܨ ൅ ܨሺߛ െ ܻሻ ൌ 0 
ܨ                                              െ ܵ௦௬௠ܨ ൅ ܨߛ ൌ  ܻߛ

ܨ                                                   െ ଵଵାఊ ܵ௦௬௠ܨ ൌ ఊଵାఊ ܻ 

                                             ቀܫ െ ଵଵାఊ ܵ௦௬௠ቁ ܨ ൌ ఊଵାఊ ܻ 

Let ߙ ൌ ଵଵାఊ. Hence the solution כܨ of the above equations is כܨ ൌ ሺ1 െ ܫሻሺߙ െ  ௦௬௠ሻିଵܻܵߙ

Also, please note that ܵ௥௪ ൌ  ଵܹ is not the symmetric matrix, thus we cannotିܦ
develop the regularization framework for the random walk graph Laplacian based 
semi-supervised learning iterative version.   

Next, we will develop the regularization framework for the un-normalized graph 
Laplacian based semi-supervised learning algorithms. First, let’s consider the error 
function  

ሻܨሺܧ ൌ ቐ12 ෍ ௜ܹ௝ฮܨ௜ െ ௝ฮଶ௡ܨ
௜,௝ୀଵ ቑ ൅ ߛ ෍ԡܨ௜ െ ௜ܻԡଶ௡

௜ୀଵ  

In this error function ܧሺܨሻ, ܨ௜ and ௜ܻ belong to ܴ௖. Please note that c is the total 
number of words and ߛ is the positive regularization parameter. Hence 

ܨ ൌ ൥ܨଵ்ܨڭ௡் ൩  ܽ݊݀ ܻ ൌ ൥ ଵ்ܻܻڭ௡் ൩ 

Here ܧሺܨሻ stands for the sum of the square loss between the estimated label matrix 
and the initial label matrix and the smoothness constraint.  

Hence we can rewrite ܧሺܨሻ as follows ܧሺܨሻ ൌ ሻܨܮ்ܨሺ݁ܿܽݎݐ ൅ ܨሺሺ݁ܿܽݎݐߛ െ ܻሻ்ሺܨ െ ܻሻሻ 

Please note that un-normalized Laplacian matrix of the network is ܮ ൌ ܦ െ ܹ. 
Our objective is to minimize this error function. In the other words, we solve  ߲ܨ߲ܧ ൌ 0 

This will lead to  ܨܮ ൅ ܨሺߛ െ ܻሻ ൌ 0 
                                                ሺܮ ൅ ܨሻܫߛ ൌ  ܻߛ

Hence the solution כܨ of the above equations is כܨ ൌ ܮሺߛ ൅  ሻିଵܻܫߛ
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4 Experiments and Results 

In this paper, the set of 4,500 speech samples recorded of 50 different words (90 
speech samples per word) are used for training. Then another set of 500 speech  
samples of these words are used for testing the sensitivity measure. This dataset is 
available from the IC Design lab at Faculty of Electricals-Electronics Engineering, 
University of Technology, Ho Chi Minh City. After being extracted from the conven-
tional MFCC feature extraction method, the column sum of the MFCC feature matrix 
of the speech sample will be computed. The result of the column sum which is the ܴଶ଺כଵ column vector will be used as the feature vector of the three graph Laplacian 
based semi-supervised learning algorithms. 

There are three ways to construct the similarity graph from these feature vectors: 

a. The ε-neighborhood graph: Connect all speech samples 
whose pairwise distances are smaller than ε. 

b. k-nearest neighbor graph: Speech sample i is connected 
with speech sample j if speech sample i is among the k-
nearest neighbor of speech sample j or speech sample j is 
among the k-nearest neighbor of speech sample i.     

c. The fully connected graph: All speech samples are con-
nected. 

In this paper, the similarity function is the Gaussian similarity function ݏ൫݂ሺ: , ݅ሻ, ݂ሺ: , ݆ሻ൯ ൌ exp ቀെ ௗ൫௙ሺ:,௜ሻ,௙ሺ:,௝ሻ൯௧ ቁ, 

where ݂ሺ: , ݅ሻ is the feature vector of speech sample i.  
In this paper, t is set to 10଺ and the 5-nearest neighbor graph is used to construct 

the similarity graph from this dataset.   
In this section, we experiment with the above three methods in terms of sensitivity 

measure. All experiments were implemented in Matlab 6.5 on virtual machine. The 
sensitivity measure Q is given as follows ܳ ൌ ݁ݒ݅ݐ݅ݏ݋ܲ ݁ݑݎܶ݁ݒ݅ݐ݅ݏ݋ܲ ݁ݑݎܶ ൅  ݁ݒ݅ݐܽ݃݁ܰ ݁ݏ݈ܽܨ

True Positive (TP), True Negative (TN), False Positive (FP), and False Negative 
(FN) are defined in the following table 1 

Table 1. Definitions of TP, TN, FP, and FN 

  Predicted Label 
  Positive Negative 
Known Label Positive True Positive 

(TP) 
False Negative 

(FN) 
Negative False Positive 

(FP) 
True Negative 

(TN) 
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In these experiments, parameter ߙ is set to 0.85 and ߛ ൌ 1. For this dataset, the ta-
ble 2 shows the sensitivity measures of the three methods and HMM method (i.e. the 
current state of the art method of speech recognition application) applying to network 
for 50 words. 

Table 2. Comparisons of symmetric normalized, random walk, and un-normalized graph 
Laplacian based methods and HMM method 

Sensitivity Measure (%) 
Normalized Random Walk Un-normalized HMM (8 

states, 4 mixtures) 
97.60% 97.60% 97.60% 89% 

 
The following figure 1 shows the sensitivity measures of the conventional HMM 

method and the three graph Laplacian based semi-supervised learning methods: 
 

 

Fig. 1. Sensitivity measures of the three graph based semi-supervised learning methods and 
conventional HMM method 

From the above table 2 and figure 1, we recognized that the symmetric normalized 
and un-normalized graph Laplacian based semi-supervised learning methods slightly 
perform better than the random walk graph Laplacian based semi-supervised learning 
method. Moreover, these three graph Laplacian based semi-supervised learning methods 
outperform the current state of the art HMM method in speech recognition problem since 
the graph based semi-supervised learning methods utilize the “relationship” among all 
speech samples in the datasets (i.e. the kernel’s definition) to build the predictive model. 

5 Conclusions 

The detailed iterative algorithms and regularization frameworks for the three normal-
ized, random walk, and un-normalized graph Laplacian based semi-supervised learn-
ing methods applying to the speech recognition problem have been developed. These 
three methods are successfully applied to this problem (i.e. classification problem). 
Moreover, the comparison of the sensitivity performance measures for these three 
methods and the current state of the art HMM method has been done.  
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Moreover, these three methods can not only be used in classification problem but also 
in ranking problem. Given a set of genes (i.e. the queries) involved in a specific disease 
(for e.g. leukemia), these three methods can also be used to find more genes involved in 
the same disease by ranking genes in gene co-expression network (derived from gene 
expression data) or the protein-protein interaction network or the integrated network of 
them. The genes with the highest rank then will be selected and then checked by biologist 
experts to see if the extended genes in fact are involved in the same disease. These prob-
lems are also called biomarker discovery in cancer classification. 

Finally, to the best of our knowledge, the normalized, random walk, and un-
normalized hypergraph Laplacian based semi-supervised learning methods have not 
been applied to the speech recognition problem. These methods applied to the speech 
recognition problem are worth investigated since [10] have shown that these 
hypergraph Laplacian based semi-supervised learning methods outperform the graph 
Laplacian based semi-supervised learning methods in text-categorization and letter 
recognition tasks. 
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