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Abstract. A wireless sensor network (WSN) typically consists of base
stations and a large number of wireless sensors. The sensory data gath-
ered from the whole network at a certain time snapshot can be visu-
alized as an image. As a result, information hiding techniques can be
applied to this “sensory data image”. Steganography refers to the tech-
nology of hiding data into digital media without drawing any suspicion,
while steganalysis is the art of detecting the presence of steganography.
This article provides a brief review of steganography and steganalysis
applications for wireless sensor networks (WSNs). Then we show that
the steganographic techniques are both related to sensed data authen-
tication in wireless sensor networks, and when considering the attacker
point of view, which has not yet been investigated in the literature. Our
simulation results show that the sink level is unable to detect an attack
carried out by the nsF5 algorithm on sensed data.

Keywords: Information hiding · Steganography · Steganalysis ·
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1 Introduction

Wireless sensor network (WSN) typically consists of base stations and a number
of wireless sensors [3]. Sensors are usually small in size, have limited computing
capabilities, communicate wirelessly and are powered by small batteries. These
sensors are often scattered in a sensor field. Data from the sensor field are col-
lected and sent to a base station. The base station then sends the data to the
end users for analysis and strategic decisions. Base stations usually have unlim-
ited power, sufficient memory, powerful processors and a high bandwidth link,
in comparison to other sensor nodes.

WSNs are used in many fields. For example, like in military applications for
monitoring friendly forces, battlefield surveillance, biological attack detection,
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troop coordination, and battle damage assessments. In environmental applica-
tions, sensors can be used to detect and monitor environmental changes like
tracking oil pollution. Data being transmitted are vulnerable to external or inter-
nal attacks, such as forgery, tampering, replay and selective forwarding. Data
integrity is a core requirement for secure sensor data in WSN. False or mali-
cious data would result in incorrect decisions and potentially financial losses.
For instance, an intruder could insert hidden code or a message in the network
with intent to do harm. On the battlefield this could result in misinformation
to troops that could put them in harm’s way. In a health care application, an
intruder could insert code that result in the relay of false information about a
patient who is being monitored. Such incidents could result in lack of confidence
in the security of WSNs.

On the other hand, in an era of rising security concern, steganography (the
art of secret communication) and steganalysis (attacks against steganography to
discover hidden messages) have taken an increased importance. The information
hiding (IH) techniques are reputed to meet both legal and illegal interests. For
example, civilians may use it for protecting privacy while terrorists may use it
for spreading terroristic information.

In this article, we show that this claim holds too in WSN context, by illustrat-
ing the fact that, on the attacker side, steganographiers can be used to manipu-
late data without being detected, while steganalyzers are useful for the sink to
detect any malfunctioning behavior. Our aim is to prove that IH techniques can
enrich the collection of tools useful for either guaranteeing or attacking wireless
sensor networks. Therefore, we start our work by reviewing existing proposals
using IH techniques for WSN security, then we propose a new context of appli-
cations with concrete examples and validated via simulation results.

The organization of this paper is as follows. In the next section, we will remind
definition of steganography and steganalysis. In Section 3, a practical application
of steganalysis for detecting an abnormality in a network is presented. Then, in
Section 4, we present a concrete application of steganography to perform an
attack on a network. This article ends by a conclusion section, in which the
contribution is summarized and intended future work is detailed.

2 Steganography and Steganalysis

2.1 Steganography

Since the rise of the Internet one of the most important factors of informa-
tion technology and communication has been its security. To do so, encryption
has been developed as a technique for securing communications. Many different
methods have been developed to encrypt and decrypt data in order to keep the
message secret. But it may not be enough to keep the contents of a message
secret, it may also be necessary to keep the existence of the message secret. The
technique used to implement this is called steganography [2,13].

Steganography is different from cryptography. Where cryptography focuses
on keeping the contents of a message secret, steganography focuses on hiding



On the Usefulness of Information Hiding Techniques 53

the fact that a secret message exists. Note that (1) the strength of steganog-
raphy is amplified by combining it with cryptography: first the secret message
is encrypted and then it is embedded into other cover content. (2) Images are
the most popular carrier files for steganography, because of the way images are
stored creates a great amount of redundant space, which is the ideal place to
hide information. Hiding information is done through a variety of algorithms,
mainly of them being based on bit-level.

2.2 Image Steganography

Researches mainly concentrate on hiding data in gray-scale or color images. Since
the luminance component of a color image is equivalent to a gray-scale image,
we focus on the steganography for gray-scale images. Besides, it is generally
considered that gray-scale images are more suitable than color images for hiding
data because the disturbance of correlations between color components may
easily reveal the trace of embedding [5,13].

Spatial steganography. The common ground of spatial steganography is to
directly change the image pixel values for hiding data. The embedding rate
is often measured in bit per pixel (bpp). One of the most reputed tool of this
kind is the so-called HUGO steganographier [10].

JPEG steganography. JPEG is one common format of the images produced
by digital cameras, scanners, and other photographic image capture devices.
Therefore, hiding secret information into JPEG images may provide better
camouflage. Most of the steganographic schemes embed data into the non-
zero alternate current (AC) discrete cosine transform (DCT) coefficients of
JPEG images. As a result, the embedding rate of JPEG steganography is
often evaluated in bit per non-zero AC DCT coefficient (bpac). Currently, the
best frequency domain steganographier is the nsF5 algorithm [9], described
in a next section.

2.3 Steganalysis

Because steganography is a technology that enables users to hide messages from
unintended recipients, it can also be used by criminals to hide messages from
authorities. None of these have been provenly used, but the fact that these possi-
bilities exist makes it necessary to research methods for detecting steganography.
Such methods are called steganalysis [4]. Indeed, for steganographic algorithms
sometimes leave a signature in the stego-content, which can be detected by ad
hoc artificial intelligence tools.

More precisely, steganalysis can be regarded as a two-class pattern classifica-
tion problem that aims to determine whether a testing medium is a cover medium
or a stego one. Steganalysis can be realized following either specific methods or
universal ones. A specific steganalytic method fully utilizes the knowledge of a
targeted steganographic technique and may only be applicable to such a kind of
steganography. A universal steganalytic method can be used to detect several
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kinds of steganography. Conversely, universal methods do not require the knowl-
edge of the details of the embedding operations. Therefore, it is also called blind
method [4,5].

3 Relations Between Images and WSN

The key idea formerly presented in [17] is to visualize the sensory data gath-
ered from the whole network at a certain time snapshot as an image, in which
every sensor node is viewed as a pixel with its sensory reading representing the
pixel’s intensity. As a result, information hiding techniques can be applied to this
“sensory data image”. Specifically, they adopt direct spread spectrum sequence
(DSSS) based watermarking to balance energy consumption in the network with
asymmetric resources. With a simple mathematical operation (addition), each
sensor node can embed part of the whole watermark into its sensory data, while
leaving the heavy computation load from watermark detection at the sink. Once
the aggregated and watermarked data reach the sink, this latter is able to verify
the existence of the watermark and hence the authenticity of the data.

Authors of this aforementioned article adopt existing image compression
schemes as aggregation functions, to reduce network load while retaining the
most informative part of the data. Recall that for frequency domain compres-
sion like JPEG, an image is first divided into a number of non-overlapping blocks.
Then, roughly speaking, a linear transform such as (DCT) or (DWT), is applied
to each block to transform the data into frequency domain, and smallest coef-
ficients of this transform are set to 0. Therefore it is possible to slightly alter
informative frequential coefficients, in order to embed a secret message in them,
which still remains after compression.

The proposal of [17] can thus be summarized as follows. Based on the block
size (system parameter), a cluster of sensors is first divided into blocks, in each
of which a DCT is performed by the cluster head. Once the aggregated and
watermarked data reaches the sink, the sink is able to verify the existence of the
watermark and hence the authenticity of the data.

3.1 Steganalyzers as Malfunctioning Detectors

Let us firstly recall a few words about steganalyzers, that is tools designed to
detect the presence of hidden information into a given innocent looking cover
image.

The oldest steganalytic technique is visible detection, which include human
observers detecting minute changes between a cover file and a stego one. For
palette-based images, if the embedded file was inserted without first ordering the
cover file palette according to its colors, then dramatic color shifts can be found
in the stego file. Additionally, since many steganographic tools take advantage
of close colors or create their own close color groups, many similar colors in an
image palette may make the image suspect [1]. By filtering images as described
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by Westfield and Pfitzmann in [16], the presence of an embedded file can become
obvious to the human observer.

Steganalysis can also involve the use of statistical techniques. By analyzing
changes in an image’s close color pairs, the steganalyst can determine if LSB
substitution was used. Close color pairs consist of two colors whose binary values
differ only in the LSB. The sum of occurrences of each color in a close color pair
does not change between the cover file and the stego file [16]. This fact, along
with the observation that LSB substitution merely flips some of the LSBs, causes
the number of occurrences of each color in a close color pair in a stego file to
approach the average number of occurrences for that pair [1]. Determining that
the number of occurrences of each color in a suspect image’s close color pairs are
very close to one another gives a strong indication that LSB substitution was
used to create a stego file [16].

Fridrich and others proposed a steganalytic technique called the RQP method.
It is used on color images with 24-bit pixel depth where the embedded file is
encoded in random LSBs. RQP involves inspecting the ratio between the number
of close color pairs and all pairs of colors. This ratio is calculated on the suspect
image, a test message is embedded, and the ratio is calculated again. If the ini-
tial and final ratios are vastly different then the suspect image was likely clean. If
the ratios are very close then the suspect image most likely had a secret message
embedded in it [7].

These statistical techniques benefit from the fact that the embedding process
alters the original statistics of the cover file and in many cases these first order
statistics will show trends that can raise suspicion of steganography [7,16]. How-
ever, steganographic tools such as OutGuess [14] are starting to maintain the
first-order statistics during the embedding process. Steganalytic techniques using
sensitive higher-order statistics have been developed to counter this covering of
tracks [6,8].

4 Using Steganographic Techniques for Wireless Sensor
Networks

4.1 Digital Watermarking and WSN

Current technologies allow validation during data transit through the WSN,
but stop after the data reaches its destination (a specific node or the sink).
One of the challenges with these technologies is to preserve the source of the
data once they leave the WSN. Therefore, it needs to be ensured that the data
source is identifiable and the data is valid. Sensors are susceptible to various
types of attack, such as data modification, data insertion and deletion, or even
physical capture and sensor replacement. Hence, security becomes an important
issue with WSNs. Traditional algorithms are used for securing data transmission
between sensor nodes. However these algorithms need millions of multiplication
instructions to perform operations, and cannot efficiently protect the copyright
of the valuable sensor data. Digital watermarking techniques are one of the



56 R. Al-Sharif et al.

effective choices to overcome this challenge: a watermark is added as a second
line of defense, to ensure that the data is valid.

Two manners to embed a piece of information (the watermark) into the data
stream are possible. The embedding can be achieved in such a way that any
change or tampering with the original data would corrupt the watermark: this
type of digital watermarking is called fragile watermarking. Conversely, in robust
watermarking, the added information cannot be removed without destroying the
cover information. Fragile watermarking is useful to detect any attempt to tam-
per with sensed data, while robust watermarking serves when data authentica-
tion is required (note that cryptography provides no protection after the content
is decrypted). Watermarking algorithms are much lighter and thus require less
battery power and processing capabilities than cryptographic-based algorithms.
Another advantage for watermarking-based algorithms is that the watermark is
embedded directly into the sensor data: the payload does not increases.

4.2 Another Application of Steganographic Tools for WSNs

Using Steganographiers to Achieve WSN Attacks. Steganographic tech-
niques are not only related to sensed data authentication in wireless sensor net-
works. Another application, which has not yet been investigated in the literature,
is to consider the attacker point of view.

Let us suppose that this latter desires to manipulate the data in such a
way that this manipulation cannot be detected in sink side. For large scale net-
works, such a detection and the surveillance of data provided by the wireless
sensor network cannot be achieved manually. It necessitates ad hoc techniques
for manipulating big data, such as data mining, information theory, or artificial
intelligence. Similar techniques have been deployed for detecting artificial manip-
ulations of images or videos, steganalyzers being among the best tools currently
available. Thus it is reasonable to consider, as a first approximation, that the
sink either embeds such a tool, or at least uses another device having a similar
behavior.

A way to achieve such an attack is thus to consider the parallel presented in
a previous section, between images and sensory data gathered from the whole
network at a certain time snapshot, and to map the modifications of the area
following the locations designed by the steganographic tools under consideration.
Doing so using an up-to-date steganographier like nsF5 (see below) for achieving,
for instance, an intrusion on an area under video-surveillance, leads to slight
modifications of the sensed data very difficult to detect, and the adversary can
consequently hope to achieve his attack without being detected.

In the following, we will simulate an attack on sensed data using nsF5 algo-
rithm, and we will prove that even up-to-date steganalyzers are not able to detect
any abnormal behavior in the data provided by the WSN. Let us first recall how
the nsF5 works.

Presentation of nsF5. The nsF5 algorithm [9] extends the F5 algorithm [15].
Let us first have a closer look on this latter. First of all, as far as we know,
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F5 is the first steganographic approach that solves the problem of remaining
unchanged a part (often the end) of the file. To achieve this, a subset of all
the least significant bits LSB is computed thanks to a pseudorandom number
generator seeded with a user defined key. Next, this subset is split into blocks
of x bits. The algorithm takes benefit of binary matrix embedding to increase it
efficiency. Let us explain this embedding on a small illustrative example where
a part m of the message has to be embedded into this x LSB of pixels, which
are respectively a 3 bits column vector and a 7 bits column vector. Let then H
be the binary Hamming matrix

H =

⎛
⎝

0 0 0 1 1 1 1
0 1 1 0 0 1 1
1 0 1 0 1 0 1

⎞
⎠

The objective is to modify x to get y s.t. m = Hy. In this algebra, the
sum and the product respectively correspond to the exclusive or and to the
and Boolean operators. If Hx is already equal to m, nothing has to be changed
and x can be sent. Otherwise we consider the difference δ = d(m,Hx) which is
expressed as a vector:

δ =

⎛
⎝

δ1
δ2
δ3

⎞
⎠ ,

where δi is 0 if mi = Hxi
and 1 otherwise.

Let us thus consider the j-th column of H, which is equal to δ. We denote
by xj the vector we obtain by switching the j-th component of x, that is, xj =
(x1; . . . ;xj ; . . . ;xn). It is not hard to see that if y is equal to xj , then m = Hy. It
is then possible to embed 3 bits in only 7 LSB of pixels by modifying on average
1− 23 changes. More generally, the F5 embedding efficiency should theoretically
be p

(1−2p) .
However, the eventwhen the coefficient resulting from this LSB switch becomes

zero (usually referred to as shrinkage) may occur. In that case, the recipient can-
not determine whether the coefficient was -1, +1 and has changed to 0 due to the
algorithm or was initially 0. The F5 scheme solves this problem first by defining a
LSB with the following (not even) function:

LSB(x) =
{

1 − x mod 2 if x < 0,
x mod 2 otherwise

Next, if the coefficient has to be changed to 0, the same bit message is re-
embedded in the next group of x coefficient LSB.

The scheme nsF5 focuses on steps of Hamming coding and ad hoc shrinkage
removing. It replaces them with a wet paper code approach that is based on a
random binary matrix. More precisely, let D be a random binary matrix of size
xn without replicates nor null columns: consider for instance a subset of {1, 2x}
of cardinality n and write them as binary numbers. The subset is generated
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thanks to a PRNG seeded with a shared key. In this block of size x, one choose
to embed only k elements of the message m. By abuse, the restriction of the
message is again called m. It thus remains x− k (wet) indexes/places where the
information should not be stored. Such indexes are generated too with the keyed
PRNG. Let v be defined by the following equation:

Dv = δ(m,Dx).

(a) t=50 (b) t=75

(c) t=90 (d) t=100

Fig. 1. The wireless sensor network at various dates

This equation may be solved by Gaussian reduction or other more efficient
algorithms. If there is a solution, one have the list of indexes to modify into the
cover. The nsF5 scheme implements such an optimized algorithm, that is to say,
the LT codes.

Let us now apply this algorithm in order to modify locally the sensed data
without being detected.

Simulation Protocol and Results. In this set of experiments, the sensors
network computed using Python language is constituted by 2562 individuals,
sensing respectively the temperature (50 % of the sensors), pressure (40 %), and
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humidity (10 %) levels on the area under consideration. Moreover, the physi-
cal measure evolution is defined as follows. 100 particular homogeneous areas
have been defined on the monitored place, on which temperature (50 remarkable
locations), pressure (40), or humidity (10 locations) are constant. We then have
supposed that at time t and location (x, y), and after normalization:

– temperature follows aGaussian lawof parameter (40(1+0.005t/4
√

x2 + y2), 5);
– the Gaussian parameters are (40(1 + 0.01t/4

√
x2 + y2), 5) for pressure;

– finally, the 10 humidity remarkable locations produce data following a Gaus-
sian law of parameter (40(1 + 0.001t/4

√
x2 + y2).

At each location (x, y), a color pixel is associated to the sensed value, tempera-
ture being its red component while pressure and humidity are respectively asso-
ciated to green and blue. Examples of image-represented data produced by the
wireless sensor network are represented in Figure 1 after gray scale conversion.

(a) t=50 (b) t=75

(c) t=90 (d) t=100

Fig. 2. The attacked wireless sensor network at various dates

An attack has then been realized on the area under surveillance on locations
(physical attack of sensors) provided by the nsF5 [9] algorithm with a payload
equal to 0.1 bits per non-zero AC DCT coefficient. Figure 3 contains the receiver
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(a) Out-of-bag error (b) Optimal subspace functionality

(c) ROC curve

Fig. 3. ROC curve and OOB error at sink level

operating characteristics ROC curve obtained at the sink level, using stegana-
lyzer published in [11]. This classifier uses the features extracted by the method
called CC-PEV [12], and it divides the collected features into two sets (training
set and testing set). This ensemble classifier is indeed composed of many base
learners, each base learner is trained on sets {Xm, Xm} for cover and stego
features. Each base learner is implemented as the Fisher Linear Discriminant.
It is independently trained on the data composed by cover and stego features.
The final decision is obtained by assembling each result produced by these base
learners. As it can be observed, the obtained ROC curve is close to the first
diagonal, leading to the conclusion that the area observed by both natural and
faked sensors would probably appears as natural for the sink. The testing error
called out-of-bag (OOB) it estimated using equation 1.



On the Usefulness of Information Hiding Techniques 61

E
(n)
OOB =

1
2N trn

Ntrn∑
m=1

(B(n)(Xm) + 1 − B(n)(Xm)) (1)

in which Xm and Xm are respectively features of original and associated stego
features, m = 1, ..., N trn, for the cover and stego feature vectors, n is the number
of trained base learners, trn is the size of the training set. Figures 3(a), 3(b)
show the progression of the error with the number of base learners. As it can be
seen, this error does not significantly decrease when the number of base learners
increases. It can be deduced from these results that the adversary has achieved
to slightly modify some sensors without being detected at sink level.

5 Conclusion

In this article, the usefulness of information hiding technologies for various
WSN security concerns has been evoked. It has been described in which con-
texts steganographiers, steganalyzers, fragile or robust watermarking schemes
can be used, and the associated security concern has been detailed. Further-
more, an original application of a well-known steganographier, namely the nsF5
algorithm, has been experimented, while the interest of steganalyzers to detect
malfunctioning observed devices has been signaled.

In future work, the authors intention is to investigate more deeply the links
evoked between WSN and IH techniques. Cryptographic definitions of security
in steganalysis domain will be reformulated in terms of WSN security. A WSN
specific malfunctioning detector based on steganalysis literature will be designed
and tested, while an attack on a real network already deployed will be executed
using the nsF5, to prove the effectiveness of the approach.
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12. Kodovský, J., Fridrich, J.: Calibration revisited. In: Proceedings of the 11th ACM
Workshop on Multimedia and Security, MMSec 2009, New York, pp. 63–74, ACM
(2009)

13. Morkel, T., Eloff, J.H.P., Olivier, M.S.: An overview of image steganography. In: Les
Labuschagne Hein S Venter, Jan H P Eloff and Mariki M Eloff, editors, Proceedings
of the Fifth Annual Information Security South Africa Conference (ISSA2005),
Sandton, South Africa, Published electronically (2005)

14. Provos, N.: Defending against statistical steganalysis. In: Proceedings of the 10th
Conference on USENIX Security Symposium - Vol. 10, SSYM 2001, pp. 24–24,
Berkeley. USENIX Association (2001)

15. Westfeld, A.: Lecture Notes in Computer Science. In: Moskowitz, I.S. (ed.) F5a
steganographic algorithm. Information Hiding, pp. 289–302. Springer, Berlin Hei-
delberg (2001)

16. Pfitzmann, A. (ed.): IH 1999. LNCS, vol. 1768. Springer, Heidelberg (2000)
17. Zhang, W., Liu, Y., Das, S.K., De, P.: Fast track article: Secure data aggregation in

wireless sensor networks: A watermark based authentication supportive approach.
Pervasive Mob. Comput. 4(5), 658–680 (2008)


	On the Usefulness of Information Hiding Techniques for Wireless Sensor Networks Security
	1 Introduction
	2 Steganography and Steganalysis
	2.1 Steganography
	2.2 Image Steganography
	2.3 Steganalysis

	3 Relations Between Images and WSN
	3.1 Steganalyzers as Malfunctioning Detectors

	4 Using Steganographic Techniques for Wireless Sensor Networks
	4.1 Digital Watermarking and WSN
	4.2 Another Application of Steganographic Tools for WSNs

	5 Conclusion
	References


