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Multimedia Communications Lab, TU Darmstadt, Darmstadt, Germany
{cgottron,bergstr,ralf.steinmetz}@kom.tu-darmstadt.de

Abstract. Mobile Peer-to-Peer architectures provide object and ser-
vice lookup functionality in absence of a preexisting communication
infrastructure. Therefore, those architectures can be harnessed in several
application scenarios like disaster relief scenarios where no infrastructure
can be assumed and mobility is required. Yet, Mobile Peer-to-Peer archi-
tectures inherit the vulnerability to routing attacks from the underlying
communication technologies. Further, even though many security mech-
anisms were developed for traditional Peer-to-Peer architectures, those
mechanisms cannot be applied without adaptations to Mobile Peer-to-
Peer architectures due to the wireless, mobile underlay network. In this
paper, we analyze the vulnerability of the overlays routing algorithm
of structured, location aware Mobile Peer-to-Peer architectures against
a prominent routing attack. Therefore, we discuss and analyze existing
security mechanisms that were developed to ensure a reliable routing
process of these architectures. Moreover, we validate and adapt analytic
models for the routing algorithm and those previously mentioned security
mechanisms.
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1 Introduction

Mobile Peer-to-Peer (MP2P) networks combine the benefits of Peer-to-Peer
(P2P) systems and Mobile Ad hoc networks (MANET). The resulting archi-
tecture provides storage and retrieval services without a predefined infrastruc-
ture in a decentralized way. Furthermore, MP2P networks are resilient to single
node failures. Due to these features, they meet the requirements of application
scenarios like disaster relief, development aid, and military operations.

In MP2P networks, data objects as pictures, text, or other media files can be
stored in a decentralized way. Structured P2P systems as distributed hash tables
(DHTs) and, therefore, structured MP2P systems are based on unique overlay
identifiers. These overlay identifiers are used by the routing mechanism of the
overlay to perform lookup operations for objects and to initially map objects
on nodes. In most cases, the network address of the node that stores and main-
tains an object, henceforth called the root node, is unknown to the sender of
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the lookup request. Therefore, the lookup message is sent to a node that is
numerically closer to the root according to the overlay identifier. These interme-
diate nodes are used to forward the message to a node with an identifier that is
numerically closer to the destination, until the lookup request is received by the
root.

However, even though multiple MP2P architectures were proposed in the
recent years, providing security in terms of robustness (as increasing the avail-
ability of stored objects) was mostly neglected. Due to their decentralized archi-
tecture, MP2P networks are highly vulnerable to routing attacks. Further, new
challenges arose due to the combination of a P2P network with a MANET.
Those challenges include a strongly limited bandwidth, an increased packet loss
due to the characteristics of the wireless channel and a highly dynamic topology
due to node mobility. As a result, existing security mechanisms for traditional
P2P architectures that are based on the Internet as underlay cannot be directly
applied without adaptations in an MP2P scenario.

In the scope of this paper, we analyze attacks performed by maliciously
behaving intermediate nodes that do not forward lookup requests correctly but
drop them. Thus, we survey the effects of this Incorrect Lookup Routing Attack
on the reliability of a location aware MP2P systems lookup mechanism in the fol-
lowing sections. Moreover, we evaluate and compare the most promising, existing
security mechanism for DHTs and the Overlay WatchDog, an approach devel-
oped for a structured, location aware MP2P architecture [1]. Based on these
results we validate and optimize our analytic models for these security mecha-
nisms, which have been proposed in [1].

The rest of the paper is structured as follows, in the next section we intro-
duce related work that has motivated our work. In Sect. 3 we provide background
information on MP2P systems. Section 4 focuses on the validation and adoption
of the analytic models for the Incorrect Lookup Routing Attack. In Sect. 5, we dis-
cuss and evaluate security mechanisms that have been developed to increase the
robustness of the overlay’s lookup algorithm. Moreover, we validate the analytic
models of these mechanisms in the light of MP2P systems. In the last section
we conclude this paper and discuss future work.

2 Related Work

The Incorrect Lookup Routing Attack has initially been introduced by Sit and
Morris [2] in the context of DHTs. This attack is based on maliciously behaving
intermediate nodes that do not forward received lookup requests but misroute
or drop them. As a result, an increased fraction of lookup requests fails. Several
security mechanisms were proposed for traditional DHT architectures to increase
the robustness against this attack. However, existing mechanisms for DHTs are
mostly based on the following three basic concepts.

The first concept harnesses an iterative routing mechanism. During routing,
feedback is provided to the source node of the lookup request on each step.
Thus, misdirected or dropped lookup messages can be detected by the source
node based on this feedback or whenever no feedback is received. This concept
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has been initially introduced by Sit and Morris [2]. However, other mechanisms
as Myrmic [3] or Sechord [4] are also based on an iterative lookup algorithm.

Another mechanism to increase the network’s robustness against the Incor-
rect Lookup Routing Attack is based on introducing redundancy. Here, instead
of sending a single lookup message, multiple messages are sent over different
routes. Thus, the probability that at least a single lookup request is received by
the destination is increased. This redundant routing has been initially proposed
by Castro et al. [5]. However, other approaches are also based on a redundant
routing algorithm, such as Cyclone [6] or HALO [7].

The third kind of security mechanisms harnesses the reputation of the nodes
in the network to detect malicious behavior. Due to these mechanisms, messages
are routed via reliable nodes only. Artigas et al. [6] introduced a reputation based
system that is combined with a redundant routing algorithm. The Exclusion
Routing Protocol [8] or the Higher-Reputated Neighbor Selection [9] are other
examples for reputation based security mechanisms.

Also MANET routing mechanisms have to rely on the benign behavior of
intermediate nodes. Thus, the underlay routing can also be attacked by mali-
cious intermediate nodes that drop messages. Marti et al. [10] proposed Watch-
Dog, an intrusion detection system (IDS) for MANETs. Messages sent via the
wireless channel can be overheard by all nodes within transmission range of the
sender of the message. This IDS uses those overheard message to detect malicious
behavior. Whenever an intermediate node has to forward a message, WatchDog
analyzes overheard messages to detect whether the message was forwarded cor-
rectly. If the message has not been forwarded within a specific amount of time,
a malicious behavior is assumed. In [1] we proposed an Overlay WatchDog that
can also be used to monitor the overlay of an MP2P System.

3 Clustered Pastry Mobile Peer-to-Peer System

MP2P architectures, as considered in this paper, combine a MANET underlay
with a P2P overlay. Thus, a completely decentralized storage and retrieval of
data objects can be ensured. Yet, multiple challenges are introduced by these
architectures due to the characteristics of the underlying systems. This includes
a strongly limited bandwidth and an increased fraction of dropped messages due
to the wireless channel. The Clustered Pastry MP2P [11] system combines a
MANET underlay with a DHT overlay to meet these requirements. The DHT
overlay of this MP2P system is based on the Pastry [12] DHT and is used to
store and manage objects in a decentralized manner.

We differentiate between overlay lookups and underlay routing. A lookup is
initiated whenever an application requests or stores an object from or in the
network, respectively. In order to determine the root node of an object, a lookup
request is sent. In most cases intermediate nodes are required to forward lookup
requests. To deliver this lookup request to the next intermediate overlay node,
an underlay route is required. An example for a lookup request is shown in Fig. 1.
The black node is the sender of the lookup request. The dark gray nodes are
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Fig. 1. Schematic representation of a lookup process in an MP2P network

intermediate overlay nodes and the root of the requested object. As shown in
the figure, most overlay hops consist of multiple underlay hops. For example,
the first overlay hop consists of three underlay hops. Therefore, this first overlay
hop requires a complete underlay route (from the black node to the first dark
gray node).

In order to combine the underlay with the overlay efficiently, both architec-
tures, the MANET as well as the DHT have to be adapted. We harness location
awareness of the mobile nodes in order to optimize the lookup mechanism. For
this, the operation area, in which the MP2P network is established, is clustered.
Each cluster defines the prefix of the overlay identifier of all nodes that are
located in this cluster. As the lookup mechanism of Pastry is based on forward-
ing the lookup message to a node that is logically closer to destination with each
hop, we are able to reduce not only the virtual distance but also the physical
distance to the destination with each hop. This results in a reduced overhead
caused by routing. Also the average number of hops required for an overlay route
is affected by our location-aware architecture. In traditional DHTs, the average
number of hops is a logarithmic function of the network size. In our clustered
Pastry architecture, the average overlay hops is a function of the number of
clusters as shown in Eq. 1 [13].

hCP = 1 + log(2b)(C) ∗ (1 − 1
2b

) (1)

3.1 Implementation, Assumptions, and Setting

We implemented the previously introduced MP2P architecture for the OMNeT++
[14] simulator. Moreover, we integrated security mechanisms that have been dis-
cussed in Sect. 2 into this implementation of the Clustered Pastry MP2P system.

In the underlay we assume bidirectional links. Furthermore, all nodes par-
ticipate in the MP2P network. The fraction of malicious nodes f is defined by
0 ≤ f ≤ 0.5. Malicious nodes may initiate insider attacks. We assume that
security mechanisms are in use to harden the underlay against MANET related
attacks. Furthermore, we assume that a public key infrastructure is available
and that nodes are able to sign sent messages. Using identity based cryptogra-
phy [15] would be a promising approach as, otherwise, every node has to know



Robust Overlay Routing in Mobile Peer-to-Peer Systems 159

the public keys of each node in the network. Yet, in the interest of simplification
we assume pre-shared keys.

We assume a disaster relief scenario where the first responders are equipped
with mobile nodes. Due to this fact, a rather low number of nodes participate
in our MP2P network compared to traditional static P2P file-sharing scenarios.
Therefore, we simulated our scenarios with 100 nodes. Each node was mobile
using the random waypoint model. As we assume that all nodes were carried by
pedestrians, the node speed was randomly chosen between 0 m/s and 1 m/s. The
transmission range was according to WiFi in an open field up to 200 m. Further,
all nodes were placed randomly in a field with a total size of 1100m ∗ 1100m.
The field size was chosen such that a connected network is typically achieved.
We used 4 clusters in our scenarios as proposed by [11] for scenarios with 100
nodes.

4 Incorrect Lookup Routing Attack

DHTs and, therefore, MP2P architectures that are based on a structured over-
lay have to rely on the benign behavior of intermediate nodes during a lookup.
Those intermediate nodes have to forward received lookup requests correctly
toward the destination node. Yet, benign behavior cannot always be assumed.
Malicious nodes that perform the Incorrect Lookup Routing Attack drop or mis-
route incoming lookup requests.

According to Castro et al. [5], the impact of the Incorrect Lookup Routing
Attack on a recursive lookup request depends on the fraction of maliciously
behaving nodes (f) and the overall number of hops (h). The resulting model
that displays the fraction of successfully completed lookups is shown in Eq. 2.

σ = (1 − f)h−1 (2)

4.1 Validation of Castro et al.’s Model in MP2P Scenarios

The analytic model proposed by Castro et al. has been developed in the light
of traditional static DHTs. Thus, characteristics of MP2P systems have been
neglected. Therefore, we simulated Clustered Pastry in scenarios with mali-
ciously behaving intermediate nodes that drop incoming lookup messages. As
the model proposed by Castro et al. [5] predicted a strong impact of the number
of average overlay hops required for a lookup, scenarios have been simulated
with 2, 4 and, 16 clusters. Thus, on average a lookup has to be forwarded 1.5,
2 and 3 times, respectively. As shown in Fig. 2, the outcome of the simulation
of these scenarios with a fraction of up to 50 % of maliciously behaving nodes
matches quite good with the analytic model. Yet, the analytic prediction fails in
scenarios with a small fraction or high fraction of malicious nodes. On one hand,
this is the result of neglecting the impact of the lossy wireless channel. There-
fore, we proposed an adapted model that considers the fraction of lost messages
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(a) Scenario with 2 clusters (b) Scenario with 4 clusters

(c) Scenario with 16 clusters

Fig. 2. Impact of the Incorrect Lookup Routing Attack on a recursive, unsecured lookup
algorithm

due to, e.g., the collisions of sent packets. This can be seen in settings without
maliciously behaving nodes. Moreover, Clustered Pastry harnesses a basic repli-
cation mechanism in order to ensure the availability of objects even in scenarios
with a churn. However, these replicas are not used during a lookup, but only to
redistribute whenever a root node leaves a cluster or the network. Yet, whenever
lookup is initiated, locally stored objects and replicas are used if available. As a
result, we developed an optimized Equation as shown in Eq. 3. The probability
ploss represents the fraction of lost lookup messages per overlay hop. Moreover,
the number of nodes in the Network (N) and the average number of root nodes
of an object (Nrep) are used to cover the impact of the basic replication mech-
anism. As shown in Fig. 2, this adapted analytic model matches the simulation
results better than the analytic model proposed by the related work.

σOptimized = σ ∗ N − Nrep

N
∗ phloss +

Nrep

N
(3)

5 Security Mechanisms

In Sect. 2, different security mechanisms were introduced that were developed for
DHTs to reduce the impact of the Incorrect Lookup Routing Attack. In this section
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(a) Iterative algorithm (b) Replication/redundant algorithm

Fig. 3. Comparison of the analytic models with the simulation results of a redundant
and iterative routing algorithm

we evaluate the most promising approaches in the context of MP2P systems. This
includes the adapted WatchDog approach, the iterative and redundant routing
algorithm. Reputation based mechanisms are neglected as we assume that the
lossy wireless channel would result in a high fraction of false positives. In [1], ana-
lytic models for the iterative, the redundant and the Overlay Watchdog security
mechanism have been introduced. However, these models have not been validated
by now and consider failed lookups due to malicious behavior only.

5.1 Iterative Routing Algorithm

The iterative routing mechanism ensures reliable lookup services due to the
feedback provided to the source of the lookup as discussed in [2]. Yet, the source
node is only able to respond to incorrectly routed or dropped lookup requests as
long as sufficient addresses of nodes are available, that may be used as next hop
intermediate nodes. Therefore, the number of routes per routing table entries (r)
limits the efficiency of the iterative security mechanism regarding the fraction of
successful lookups (σIterative). Moreover the number of intermediate nodes that
are required to forward the lookup request (h) also affects the probability of a
successfully completed lookup as shown in Eq. 4 [1].

σIterative = (1 − fr)h−1 (4)

To validate this analytic model, we simulated scenarios with 4 clusters, 100
nodes, and maliciously behaving intermediate nodes. The efficiency of the iter-
ative lookup mechanism is evaluated by measuring the fraction of the failed
lookups. As shown in Fig. 3(a), the fraction of failed lookups is displayed as a
function of the fraction of malicious nodes in the network. The simulation results
indicate that the iterative lookup mechanism introduces a high fraction of failed
lookups. This is a result of the increased traffic due to the feedback provided
to the source of the request. As network congestion is neither considered by the
basic nor the adapted models, analytical models can not be used to predict the
fraction of failed lookups due to the iterative lookup mechanism.
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5.2 Replication and Redundant Routing

As multiple orthogonal routing paths to a single root node are hard to ensure,
we harness replicas to deploy a robust routing mechanism. In [13] we proposed
multiple replication mechanisms for Clustered Pastry that harness the location
awareness to distribute the replicas efficiently. The Optimized Cyclic Replica
Allocation (OCRA) mechanism has been shown to be the most efficient scheme
to distribute replicas in our location aware MP2P system. OCRA allocates repli-
cas to opposing geographical areas (clusters) in the MP2P system. Due to this
geographical diversity of the replicas and the location aware structure of the
routing table of Clustered Pastry, orthogonal routes to each replica are ensured
[13]. Thus, a redundant routing mechanism is enabled.

The resulting fraction of successfully completed lookups is described by Eq. 5
[1] and is a function of the fraction of maliciously behaving nodes (f), the number
of parallel requests that have been sent (s), and the average number of required
overlay hops per lookup (h). However, the number of sent requests is limited
by the number of distributed replicas, in order to ensure orthogonal routing
paths. Contrary to sending the requests in parallel as proposed by [5], redundant
lookups are only initiated when a lookup fails. Moreover, the replica that is
located geographically closest is routed first. Due to this adoptions, the traffic
overhead can be reduced.

σRedundant = 1 − (1 − (1 − f)h−1)s (5)

We simulated this redundant routing algorithm in settings with 100 nodes,
4 clusters, and maliciously behaving intermediate nodes. Moreover, a replica is
stored for each object that has been stored in the network using the OCRA
replication mechanism. A comparison between the outcome of these simulations
and the analytical model of Eq. 5 is shown in Fig. 3(b). The analytical model
of the fraction of failed lookups is quite similar to the simulation results. Yet,
the basic replication mechanism as well as the characteristics of the wireless
transmission channel have been neglected. Therefore, we harness Eq. 3 to derive
an adapted analytical model. By considering the increased amount of replicas,
the adapted analytical model matches the outcomes of the simulations.

5.3 Overlay WatchDog

In [1] we introduced a theoretical approach on how to improve the robustness
of the lookup mechanism while keeping the overhead on a reasonable level. This
approach is based on an adapted WatchDog mechanism. In the following para-
graphs, we discuss this adapted approach.

Mostly, multiple overlay hops are required for a single lookup. For each of
those overlay hops an underlay route is required. The traditional WatchDog is
only capable of detecting malicious behavior on the network layer and, therefore,
can only detect malicious behavior on the underlay route between two overlay
nodes. Thus, further information is required in order to detect malicious over-
lay behavior. In Fig. 4 an example for a lookup is shown. Nodes marked with
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Fig. 4. An example of an MP2P lookup

uppercase letters are involved in the lookup and, therefore, are either overlay
intermediate nodes (B), the source (A), or the destination of the lookup (C).
All other nodes are either intermediate underlay nodes (a, b, c, d) or nodes that
are not involved in the overlay or the underlay routing (x). Two overlay hops
are required in order to forward the request from the source node to the desti-
nation node. Therefore, two underlay routes are required to perform the lookup.
Route one from node A to B and route two from node B to C. The traditional
WatchDog mechanism is capable of detecting malicious behavior within any of
those underlay routes. Yet, a maliciously behaving node B that performs the
Incorrect Lookup Routing Attack within the P2P overlay can not be detected.
Therefore, the WatchDog mechanism has to be adapted in order to also detect
malicious behavior in the overlay.

Whenever a lookup request is received by a node, this node has to determine
whether the next hop node is part of the overlay route. Therefore, the intermedi-
ate nodes have to be aware of the overlay identifier of the physical neighbors as
well as of the destination identifier of the request. Furthermore, basic information
about the lookup mechanism is required. The lookup mechanism is well defined
in DHTs and, therefore, malicious behavior that violates this algorithm can be
detected by an adapted WatchDog with little effort. The overlay identifier of the
destination node can be determined by cross-layer information. The destination
identifier has to be extracted from the lookup request message. Therefore, over-
lay messages have to be identified and processed by the underlay. In our example,
only two nodes (b and d) have an overlay node as next hop. Both nodes have to
compare the node identifier of the next hop node with the destination identifier
extracted from the lookup message. As a result, node b identifies node B as
intermediate overlay node. Therefore, node B has to forward the message to a
node that is logically closer to the destination identifier. As node b is aware of
this, messages sent by node B have to be overheard in order to detect a message
that includes the lookup request with a next hop overlay node that satisfies the
constrains of the overlay routing algorithm. In the example, the next hop overlay
node is the destination. Therefore, a benign behavior is assumed by the adapted
WatchDog mechanism at node b. Node d on the other hand identifies the next
hop node C as destination of the lookup request. A benign behavior is detected
when a reply message is sent, to the sender of the request.

Whenever a node detects malicious behavior, the node has to respond in
order to increase the network’s robustness. The node, that has detected the
malicious behavior has to be within transmission range of the malicious node
and, therefore, has to be physically close to this node. Due to this, the probability
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Fig. 5. Robustness provided by the Overlay WatchDog to the Incorrect Lookup Routing
Attack

that the node that has detected the malicious behavior is within the same cluster
as the malicious node is high. Due to this, both nodes have similar routing table
entries and the node that has detected the malicious behavior is able to provide
the same routing functionality as the malicious node should provide. This results
in a reduced overhead as no notification message is required.

As shown in Eq. 6 [1], the fraction of successful lookups (σOverlayWatchdog)
strongly depends on the number of overlay hops. Yet, also the number of physical
neighbors (n) and the number of routes per routing table entries (r) affects the
impact of maliciously behaving intermediate nodes.

σOverlayWatchdog = (
r∑

i=1

(
n∑

j=1

f j ∗ (1 − f))i ∗ (1 − f) + (1 − f))h−1 (6)

Again, we simulated a scenario with 100 nodes and 4 clusters. As shown in
Fig. 5, these simulation results of the Overlay WatchDog mechanism match the
prediction of the previously discussed analytic model, especially when consider-
ing the adaption of Eq. 3.

5.4 Comparison of the Security Mechanisms

By now we have simulated a unsecured recursive routing algorithm and three
different security mechanisms in the context with the Incorrect Lookup Routing
Attack. In Fig. 6 the fraction of failed lookups of these mechanisms is shown as
a function of the fraction of malicious nodes in the network. As the recursive
lookup mechanism does not provide any robustness against this attack, a high
fraction of lookup messages is dropped. The Overlay WatchDog approach and
the redundant routing mechanism provide better results compared to the recur-
sive mechanism, while the iterative algorithm performs worse, even in scenarios
without maliciously behaving nodes.

The WatchDog mechanism benefits from the structure of the geographically
clustered architecture, as mentioned in the previous subsection, and, therefore,
introduces a minimal overhead. Whenever a maliciously behaving intermediate
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Fig. 6. A comparison between the different security mechanisms

node drops a lookup message, the Overlay Watchdog defines another node in the
physical neighborhood that provides the lookup services that have been denied
by the malicious node. Thus, only a minor overhead of about 5% of the overall
overlay traffic is introduced by this security mechanism.

The iterative mechanism on the other hand requires feedback at the sender
side whenever a lookup message is received by an intermediate node (no mat-
ter whether this node behaves maliciously or benignly). Therefore, an increased
number of control messages is required. This results in a highly increased frac-
tion of collisions in the wireless channel and, therefore, in the highly degraded
reliability of the lookup mechanism, as discussed previously.

The redundant routing mechanisms also introduces replicas. Thus, excellent
results are achieved in scenarios with a small fraction of maliciously behaving
intermediate nodes. This is the result of the adapted lookup mechanism that
always requests the physically closest replica. Therefore, the probability of a
dropped lookup message due to the lossy wireless channel is reduced. Yet, due
to the distribution of the replicas, the overall traffic is increased by 10 %.

To sum it up, the redundant, replication based mechanism provides the most
reliable lookup services in scenario with only a small fraction of maliciously
behaving intermediate nodes. Yet, this mechanism introduces the highest traffic
overhead. However, the Overlay Watchdog provides the best results in scenario
with an increased fraction of malicious nodes. The iterative routing algorithm
results in a congested network and, therefore, performs worse than the unsecured
recursive routing algorithm.

6 Conclusions and Future Work

Multiple MP2P architectures have been proposed in the recent years. Those
architectures benefit from the underlying decentralized architectures. Yet, the
robustness of the lookup mechanism against maliciously behaving intermediate
nodes during a lookup was neglected by now. Therefore, we discussed the impact
of the Incorrect Lookup Routing Attack attacks on a structured, location aware
MP2P architecture in this paper. As shown, the Incorrect Lookup Routing Attack
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is able to decrease the efficiency of the lookup algorithm strongly. We have eval-
uated mechanisms to increase the robustness of the routing mechanism. It has
been shown that the Overlay WatchDog and the redundant routing mechanism
provide the best results in such a scenario. Moreover, we were able to validate
and optimize analytic models that describe the reliability of the unsecured and
secured overlay’s lookup algorithm.

In future work we plan to improve the Overlay WatchDog mechanism by
including a redundant replication mechanism in order to increase the robustness
of the overlay’s routing algorithm. We assume that such a hybrid mechanism pro-
vides even better results. Further we have to reduce the resulting traffic overhead
that is introduced by such a hybrid mechanism to avoid network congestion.
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