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Abstract. Attack representation models (ARMs) (such as attack graphs, attack
trees) can be used to model and assess security of a networked system. To do this,
one must generate an ARM. However, generation and evaluation of the ARM
suffer from a scalability problem when the size of the networked system is very
large (e.g., 10,000 computer hosts in the network with a complex network topol-
ogy). The main reason is that computing all possible attack scenarios to cover
all aspects of an attack results in a state space explosion. One idea is to use only
important hosts and vulnerabilities in the networked system to generate and eval-
uate security. We propose to use k-importance measures to generate a two-layer
hierarchical ARM that will improve the scalability of model generation and secu-
rity evaluation computational complexities. We use k1 number of important hosts
based on network centrality measures and k2 number of significant vulnerabilities
of hosts using host security metrics. We show that an equivalent security analysis
can be achieved using our approach (using k-importance measures), compared to
an exhaustive search.

Keywords: Attack Models, Network Centrality, Security Analysis, Security
Metrics.

1 Introduction

Attack representation models (ARMs) (e.g., Attack Graphs (AGs) [1] and Attack Trees
(ATs) [2]) are widely used for computer and network security analysis. One main us-
age of ARMs is to formulate security solutions to enhance the network security while
minimising the cost [3, 4]. One of limitations using ARMs is a scalability problem [5],
because computing all possible attack scenarios has s state space explosion problem.
There are two main types of ARMs; Graph-based and Tree-based. Graph-based (e.g.,
logical attack graphs [6], multiple prerequisite graphs [7]) and tree-based (e.g., pro-
tection trees [8], attack countermeasure trees [9]) ARMs are non-state space models,
but graph-based ARMs have an exponential number of possible attack paths in security
evaluation. Hierarchical attack representation models (HARMs) [10,11] have been pro-
posed to improve the scalability of non-state space models, but the scalability problem
still remains when evaluating network security of a very large sized network system.

T. Zia et al. (Eds.): SecureComm 2013, LNICST 127, pp. 270–287, 2013.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2013



Scalable Security Model Generation and Analysis Using k-importance Measures 271

ARMs have different phases in its lifecycle. The preprocessing phase collects net-
work information (e.g., network reachability, vulnerabilities), and the generation (or
construction) phase combines these information to build an ARM. The representation
phase stores and visualises the ARM, and the evaluation phase analyses the network
security via the ARM. The modification phase updates the ARM when the network
changes. Generation of graph-based ARMs is scalable, but the evaluation has a scala-
bility problem. In contrast, the evaluation of tree-based ARMs is scalable only if the
size of the ARM has a polynomial size complexity.

Model simplifications (e.g., graph aggregation [12], adjacency matrix clustering [13],
graph simplification via collapsing similar nodes [7]) and heuristic methods (e.g., Par-
ticle Swarm [14], new heuristic algorithms [15]) are used to improve the scalability,
but these methods require an ARM generated specific to their evaluation method us-
ing all network information. We propose to use k-importance measure to rank hosts in
the network and vulnerabilities of the hosts, and generate ARMs only using those se-
lected hosts and vulnerabilities to improve the scalability of generation and evaluation
of ARMs. We use network centrality measures (NCMs) (e.g., degree, closeness, and
betweenness [16, 17]) to rank k1 number of hosts in the network, and security metrics
(e.g., Common Vulnerability Scoring System (CVSS) [18], risk [9]) to rank k2number
of important vulnerabilities of the hosts.

NCMs identify characteristics of network components based on the structure. The
structure of the network is important in a cyber attack, as some attacks (e.g., sequential
attacks) progress based on how network components are connected. The reachability
information is based on the network structure. As a result, NCMs can distinguish attack
paths that are most likely be used in an attack than others. Security metrics reflect
characteristics of vulnerabilities in hosts. Security metrics can be measured from real
systems [19], cloud systems [20], emulations [21], and honey pots [22].

We propose to use a two-layer HARM to analyse network security [11], to capture
network information (e.g., network reachability) in the upper layer and vulnerability
information (e.g., CVSS) in the lower layer. NCMs are used on the upper layer to rank
important hosts in the network, and security metrics on the lower layer to rank important
vulnerabilities in the hosts.

The contributions of this paper are summarised as follows:

– To propose an efficient ARM generation method based on k-importance measures;
– To generate HARMs using k-importance measures and show that nearly equivalent

security analysis can be achieved;
– To simulate scalability and accuracy of the HARMs (or ARMs) using k-importance

measures against the exhaustive search method when analysing the network
security.

The rest of the paper is as organised as follows. In Section 2, related work is given. In
Section 3, an example network and HARMs are described in the phases of generation
and evaluation, with an evaluation example based on risk analysis. Simulation results
are shown in Section 4. Discussion is given in Section 5, and Section 6 concludes this
paper.
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2 Related Work

Security analysis using all possible attack scenarios can cover all set of known at-
tacks. Various modelling techniques are proposed to improve the scalability of ARMs
[6, 7, 10, 11], but computing all possible attack scenarios (e.g., full AG [1], attack re-
sponse trees [23]) for a large sized network still suffers from a scalability problem [5].
Model simplifications and heuristic methods are widely used to improve scalability in
the evaluation phase, but not in the generation phase.

Attack scenarios are often used to generate ARMs [23]. Chen et al. [24] used com-
pact AG, similar to a logical AG in [6], to find n-valid paths that has less than n steps
to reach the target, where n denotes the number of stepping stone hosts in the network.
Further, they defined a weighted-greedy algorithm to find the optimal security solu-
tion in the evaluation phase. Their experiment results clearly showed that covering a
larger set of attack scenarios is computationally expensive. Mehta et al. [25] ranked
AG components based on attack probabilities. A full AG is constructed (i.e., capturing
all possible attack scenarios [1]), which requires computing exponential number of at-
tack paths in a large sized network. AG components cannot be ranked until full AG is
generated. Sawilla et al. [26] used partial cuts in evaluation of AGs. Partial cuts divide
network components by their importance, such that the relevance between a network
component and the attack is decided based on the generated AG. However, the struc-
ture of the AG is heavily dependent on network reachability. That is, network structure
affects how important network components are chosen in the AG. Various techniques
(e.g., model simplification and heuristic methods) are proposed to improve scalability
in the evaluation phase, but they did not consider reducing the computation complexity
in the generation phase.

Importance measures are used in some application domains. Cadini et al. [17] used
NCMs to capture strengths and weaknesses of network safety. Georgiadis et al. [16]
described network security using NCMs, but only implications of NCMs are described.
Gallon et al. [18] integrated CVSS framework with AGs to construct an AG, but the
structure of the ARM is the same with other AGs. Previous works using NCMs and
security metrics to assess the performance network security were applied only in the
evaluation phase of ARMs.

We propose k-importance measures in the generation phase of ARMs using impor-
tant hosts and vulnerabilities. To the best of our knowledge, no other work considered
this approach to improve scalability. We show that our approach can provide nearly
equivalent security analysis of a large sized networked system in a scalable manner.
That is, by using only a subset of network components, it reduces the computational
complexity in all phases of ARMs lifecycle. Important hosts are chosen based on NCMs
(e.g., degree, closeness, betweenness [16,17]), and important vulnerabilities are chosen
based on security metrics (e.g., CVSS [18], structural importance [9]). Generation and
evaluation of ARMs using k-importance measures and their computation methods are
presented in Section 3.



Scalable Security Model Generation and Analysis Using k-importance Measures 273

3 A Network and Attack Models

Analysing network security follows procedural steps; (i) gather information from the
network (e.g., reachability, vulnerabilities), (ii) generate an ARM using given network
information, (iii) analyse network security via ARM using security metrics, and (iv)
update the ARM if there is any change in the network. Figure 1 shows the steps taken
to analyse the network security, with additional feature to use k-importance measures.
Computations of k-importance measures are processed at the beginning of the genera-
tion phase.

Reachability
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Network
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Fig. 1. Lifecycle of an ARM

3.1 Network Settings and the Attack Scenario

We use a network example as shown in Figure 2. We assume all host connections have
the same cost (e.g., same throughput and attack probabilities), and the probability of
attacks are the same for all hosts. However, different edge costs can be modelled with
different edge weights, and also the probability of attacks can hold different values.
H1, H2, H3 and H4 (intermediate host machines) are identical hosts with same vulner-
abilities, and H5 (a target machine) is running a virtual machine. We define an attack
scenario with the location of an attacker outside the network (i.e., attack from Internet),
and the goal is to compromise the target host (i.e., obtaining the administrator privilege
of H5).

Vulnerability information is collected from a real system using vulnerability scan-
ners (e.g., NESSUS [27]). On the intermediate host machines (based on Windows XP
SP1), about 60 known vulnerabilities are found. Some vulnerability information is not
given (e.g., NESSUS plugin name, port number, CVSS BS, and Common Vulnerabil-
ities and Exposures (CVE) ID). For automated generation of ARMs, it is difficult to
interpret vulnerability description to model vulnerability interactions (e.g., difficulties
in processing manual input of vulnerability information due to various language for-
mats, such as grammar and choice of words). Therefore, we scope the list of known
vulnerabilities only with identifications (e.g., CVE ID is given). Total 11 vulnerabilities
are identified as shown in Table 1 with details including CVE ID, CVSS BS, impact,
exploitability, confidentiality impact (CI) and access level. All vulnerabilities are ac-
cessible via the network (i.e., no local access is required) and no authentications are
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Fig. 2. A network example

required to exploit vulnerabilities. The CI is categorised into None (denoted as N), Par-
tial (denoted as P), or Complete (denoted as C), where None means no information on
the machine is accessible, Partial means a considerable amount of information could
be accessible, and Complete means all information of the system is compromised, by
the attacker respectively. The access level describes the privilege acquired by the at-
tacker, where only a single vulnerability allowed the attacker to gain the administrator
privilege.

Table 1. List of vulnerabilities in H1-H4

ID CVE ID CVSS BS Impact Exploitability CI Access Level Authentication

v1 CVE-2005-1794 6.4 4.9 10.0 P None None
v2 CVE-2011-0661 10.0 10.0 10.0 C None None
v3 CVE-2010-0231 10.0 10.0 10.0 C None None
v4 CVE-2011-2552 7.8 6.9 10.0 N None None
v5 CVE-1999-0520 6.4 4.9 10.0 P None None
v6 CVE-2010-2729 9.3 10.0 8.6 C None None
v7 CVE-1999-0505 7.2 10.0 3.9 C Admin None
v8 CVE-2002-1117 5.0 2.9 10.0 P None None
v9 CVE-2003-0386 4.3 2.9 8.6 P None None
v10 CVE-2010-0025 5.0 2.9 10.0 P None None
v11 CVE-1999-0497 0.0 0.0 10.0 N None None

A total of 23 vulnerabilities are found on the target machine (i.e., H5 running a
VMware ESXi). We assume that the attacker can only access network hosts via re-
mote access (i.e., no physical access), then there are 11 vulnerabilities accessible via
remote connections. The list of vulnerabilities of H5 is shown in Table 2. In the au-
thentication field, some vulnerabilities (CVE-2010-1142, CVE-2010-1141 and CVE-
2008-2097) require a SingleSystem condition satisfied. These vulnerabilities require
the attacker to have an access, such as command line, desktop session or web interface
on the machine. Any vulnerability with disclosure of machine information (i.e., CI is



Scalable Security Model Generation and Analysis Using k-importance Measures 275

either P or C) allows the attacker to gain an access to the machine (i.e., SingleSystem
authentication is satisfied). There are vulnerabilities without any CI (i.e., CI is N), but
they allow the attacker to distribute softwares (e.g., Trojan horse) that could be used to
gain access of network hosts. However, we do not consider these cases.

Table 2. List of vulnerabilities in H5

ID CVE ID CVSS BS Impact Exploitability CI Access Level Authentication

v12 CVE-2011-1789 5.0 2.9 10.0 N None None
v13 CVE-2011-1786 5.0 2.9 10.0 N None None
v14 CVE-2011-1785 7.8 6.9 10.0 N None None
v15 CVE-2011-0355 7.8 6.9 10.0 N None None
v16 CVE-2010-4573 9.3 10.0 8.6 C None None
v17 CVE-2010-3609 5.0 2.9 10.0 N None None
v18 CVE-2010-1142 8.5 10.0 6.8 C None Single System
v19 CVE-2010-1141 8.5 10.0 6.8 C None Single System
v20 CVE-2009-3733 5.0 2.9 10.0 P None None
v21 CVE-2008-4281 9.3 10.0 8.6 C None None
v22 CVE-2008-2097 9.0 10.0 8.0 C Admin Single System

3.2 Computing k-importance Measures

In this subsection, we describe how to rank and select important hosts and vulnerabili-
ties based on k-importance measures. k1 denotes the number of important hosts and k2

denotes the number of important vulnerabilities used to generate ARMs, respectively.

Ranking k1 Number of Important Hosts. We use network reachability information
in conjunction with NCMs to rank important hosts. Among many NCMs, we use only
basic NCMs (e.g., degree, closeness and betweenness centrality measures) [17]. The
degree centrality computes the popularity of a node (e.g., a host in a network graph)
based on number of direct connections with other nodes (e.g., single-hop neighbour
hosts), with its computational complexity of O(n) where n is the number of nodes in the
graph. The closeness centrality computes the distance of a node to all other nodes, with
its computational complexity of O(n3) using Floyd algorithm [28]. The betweenness
centrality computes the significance of a node between all node pairs, with its compu-
tational complexity of O(n3) using Floyd algorithm. A problem using NCMs is when
two or more nodes have the same rank. In this work, nodes with the same rank will be
assigned with the same rank, and we will consider other approaches in future work. The
normalised NCMs of the example network is shown in Table 3, where high values rep-
resent higher importance. Each NCM ranks are combined to give the overall rankings
of the hosts. The final rank is determined by taking into account their ranks from each
NCMs. A node with high scores in all three NCMs will have a higher rank (e.g., H4 has
highest score in all NCMs) than other nodes. RankSum values are calculated by adding
up their ranks from each NCM (e.g., RankSum of H1 is calculated by adding values of 1
(first equally important based on degree centrality), 1 (first equally important based on
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closeness centrality), and 2 (second equally important based on betweenness centrality)
resulting in value of 4). Then, the RankSum values are used to give the final rank of each
host in an ascending order. Since H1 and H2 have the same value of RankSum, they are
equally ranked overall.

Table 3. Network Centrality Measurements

Degree Closeness Betweenness RankSum Final Rank

H1 3/4 4/5 8/12 4 2
H2 3/4 4/5 8/12 4 2
H3 2/4 4/7 4/12 12 4
H4 3/4 4/5 10/12 3 1
H5 1/4 4/12 4/12 14 5

Another importance of using NCMs is to compute the proportion of important hosts
(i.e., the value of k1). The density of the network (i.e., the proportion of host intercon-
nections in respect to the number of hosts) is one of the important factors because the
number of available attack paths are proportional to the network density (i.e., there are
more available attack paths in a dense network (e.g., fully connected or mesh topolo-
gies) than a sparse network (e.g., star or tree topologies)). We use closeness centrality to
compute the value for k1, because the closeness centrality directly measures the amount
of host connections in the network. In a fully connected network, the sum of normalised
degree centrality measure is equal to the number of hosts in the network (i.e., all net-
work components are used in at least one attack path). The sum of degree centrality is
three (out of five), which we will assign as the value of k1 (i.e., k1 = 3).

3.3 Ranking k2 important Number of Vulnerabilities in Hosts

Various security metrics evaluate different aspects of vulnerabilities. Values are as-
signed to security metrics (e.g., CVSS base score (BS) [18]) and these values are relative
to each other. For our example, we use CVSS BS to rank vulnerabilities. The rank based
on CVSS BS is shown in Table 4 and Table 5 for intermediate hosts and target host vul-
nerabilities, respectively. The proportion of important vulnerabilities is chosen by their
CVSS BSs. The average CVSS BS is calculated, and vulnerabilities with CVSS BS
higher than the average are selected. We determine the k2 values with threshold values
set to the average CVSS BSs. The average CVSS BSs are 6.5 and 7.3 for intermediate
hosts and the target host, respectively. Therefore, in this example, the value of khost

2 = 5,
and the value of ktarget

2 = 7.

3.4 Generation of HARMs

Generation of HARM Using All Network Information. We use a two-layer HARM
to analyse security of the system. We generate the HARM in which an AG in the upper
layer (e.g., using ARM generating tools, such as MulVAL [29]), and an AT in the lower
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Table 4. Intermediate host vulnerability rankings

v1 v2 v3 v4 v5 v6 v7 v8 v9 v10 v11

CVSS BS 6.4 10.0 10.0 7.8 6.4 9.3 7.2 5.0 4.3 5.0 0.0
Rank 6 1 1 4 6 3 5 8 10 8 11

Table 5. target host vulnerability rankings

v12 v13 v14 v15 v16 v17 v18 v19 v20 v21 v22

CVSS BS 5.0 5.0 7.8 7.8 9.3 5.0 8.5 8.5 5.0 9.3 9.0
Rank 8 8 6 6 1 8 4 4 8 1 3

layer are used. The HARM of the example network is shown in Figure 3, where the
attacker is denoted as A. H1, H2, H3 and H4 have identical lower layer ATs (i.e., the
AT goal is defined as Compromise Host). We assume only one prerequisite condition
is required when exploiting vulnerabilities with prerequisites (i.e., one vulnerability is
chosen from a set of vulnerabilities satisfying the same condition).

Generation of a Reduced HARM Using k-importance Measures We generate a re-
duced HARM based on k-importance measures, denoted as ReHARM as shown in Fig-
ure 4. The size difference is significantly reduced in comparison to the HARM shown in
Figure 3, even with the small network example. The selected important hosts with k1 = 3
are H1, H2, H4. Since H5 is designated as the target, it must be included in the upper
layer. If we want to assess security of the network system, only selected hosts are in-
cluded in the AG model. The number of selected important vulnerabilities is k∗Host

2 = 5
and k∗Target

2 = 7 for intermediate hosts and the target host, respectively. It is also possi-
ble to generate a full HARM, then take into account important hosts and vulnerabilities
to derive a ReHARM, which could be regarded as an abstract interpretation. However,
it is an unnecessary step to generate the ReHARM because it can be derived directly
from the preprocessing phase (i.e., with given network and vulnerability information).

3.5 Security Evaluation

We analyse the risk associated with each attack path using the HARM with all details
(e.g., a full HARM), denoted by Rap. The computation of the risk is shown in equation
(1) [9], where Pgoal is the probability of an attack, and Igoal is the impact value. Note that
it is possible to apply different security analysis by adopting different methods or even
different ARM in the lower level of the ReHARM. To compute the risk, we use impact
values directly from Table 1 and Table 2, and the exploitability is scaled by a factor
of 10, to represent the probability of an attack. The exploitability value is computed by
taking into account access vector, access complexity and authentication of vulnerability,
which reflect characteristics of attack probabilities.

Rap = Pgoal × Igoal (1)
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Fig. 3. The HARM of the example network
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Fig. 4. The ReHARM of the example network

Risk Computation Using the HARM. First, we compute Phost (i.e., probability of an
attack on intermediate hosts), as shown in equation (2). Note that PNone = 1 (i.e., not
choosing to exploit a vulnerability from the list has a probability of one).

Phost =Pv7 ×PhostOR1

=0.39× [1− ((1−Pv1)× (1−Pv2)× (1−Pv3)× (1−Pv4)× (1−Pv5)

×(1−Pv6)× (1−Pv8)× (1−Pv9)× (1−Pv10)× (1−Pv11)× (1−PNone))]

=0.39

(2)

Now we compute Ihost as shown in equation (3). Note that INone = 0 (i.e., not exploit
a vulnerability has no impact).

Ihost =Iv7 + IhostOR1

=10.0+max(Iv1, Iv2 , Iv3 , Iv4 , Iv5 , Iv6 , Iv8 , Iv9 , Iv10 , Iv11 , INone)

=10.0+ 10.0

=20.0

(3)

Similarly, we can compute Ptarget = 0.8 and Itarget = 30.0.
Now, we compute all possible attack paths, based on the HARM shown in Figure 3

using exhaustive search. The list of all possible attack paths and their risk analysis are
summarised in Table 6. Each attack path is presented with sequences of the hosts. We
observe the highest risk value is 8.52 (from paths pa3 and pa6).
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Table 6. Risk analysis of attack paths

Path Number Attack path Pgoal Igoal Rap

pa1 H1H2H4H5 0.047 90.0 4.27
pa2 H1H3H2H4H5 0.019 110.0 2.04
pa3 H1H4H5 0.122 70.0 8.52
pa4 H2H1H4H5 0.047 90.0 4.27
pa5 H2H3H1H4H5 0.019 110.0 2.04
pa6 H2H4H5 0.122 70.0 8.52
pa7 H3H1H2H4H5 0.019 110.0 2.04
pa8 H3H1H4H5 0.047 90.0 4.27
pa9 H3H2H1H4H5 0.019 110.0 2.04
pa10 H3H2H4H5 0.047 90.0 4.27

Risk Analysis Using the ReHARM. We show risk analysis using ReHARM. The
same calculation as the risk analysis of the HARM is used. We denote the risk analysis
using ReHARM as R∗

ap. First, we compute P∗
host as shown in equation (4).

P∗
host =Pv7 ×P∗

hostOR1

=0.39× [1− ((1−Pv2)× (1−Pv3)× (1−Pv4)× (1−Pv6)× (1−PNone))]

=0.39× [1− 0]

=0.39

(4)

Now we compute I∗host , as shown in equation (5).

I∗host =Iv7 + I∗hostOR1

=10.0+max(Iv2, Iv3 , Iv4 , Iv6 , INone)

=10.0+ 10.0

=20.0

(5)

Similarly, we can compute P∗
target = 0.7776 and I∗target = 30.0.

Based on the ReHARM as shown in Figure 4, we compute all possible attack paths
using exhaustive search. Table 7 shows the risk analysis based on ReHARM. The high-
est risk value is 8.28 (from paths pa∗2 and pa∗4), which is nearly equivalent to the risk
analysis using the HARM shown in Table 6.

4 Simulation Results

We conduct simulations to investigate the effectiveness of security analysis using k-
importance measures. Figure 5 shows the example network used for simulations. We
were not able to use a real system with a large number of hosts to show the scalability
of our proposed approach. The network consisted of 1000 hosts. 500 hosts were as-
signed in the DMZ network, 500 hosts were assigned in the Internal network, and one
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Table 7. Risk analysis of attack paths using ReHARM

Path Number Attack path P∗
goal I∗goal R∗

ap

pa∗1 H1H2H4H5 0.046 90.0 4.15
pa∗2 H1H4H5 0.118 70.0 8.28
pa∗3 H2H1H4H5 0.046 90.0 4.15
pa∗4 H2H4H5 0.118 70.0 8.28

target host was assigned in the Database network. Firewalls, denoted as FW1 and FW2,
controls the data flow in the network, restricting access to the Internal and Database net-
works from outside. The attack scenario is for an attacker located outside the network
to compromise the target host. All hosts were assigned with 10 vulnerabilities, where
a single vulnerability (vroot) granted the admin privilege when exploited, two vulner-
abilities (v1

user and v2
user) granted the user privilege, and the rest does not change the

privilege status. To exploit vroot , the attacker must exploit either v1
user or v2

user. There is
no restriction to exploit all other vulnerabilities. We use Intel(R) Core(TM)2 Quad CPU
@ 2.66GHz with 3.24 GB of RAM on a Windows XP SP3 machine, and the simulation
was coded in Python.

Internet

A
F

W

1

Internal 

Network

DMZ Network

F

W

2

Database

Any   → DMZ
DMZ → Internal

Internal → Database

T

Fig. 5. An example network for simulation

4.1 Security Analysis Based on Host Importance

Risk of the network system is analysed, where different vulnerabilities are assigned
with difference impact values chosen reasonably and randomly (vroot with 10, v1

user and
v2

user with 5, and the rest with 1). We assume that the probability of an attack success on
all vulnerabilities is one, but we can assign real probability values as in Section 3. We
compare security analysis using exhaustive search and k-importance measures. We use
degree centrality measures to rank k1 important hosts. First, we consider all network
hosts to compute the risk of the example network in Figure 5. Then, we continuously
compute the risk value by generating the ReHARM by varying values of k1. As the
number of hosts modelled reduces, generation and evaluation times reduces although
equivalent risk analysis is kept. The simulation result when k2 = 10 is shown in Table
8. Generation and evaluation times are shown in Figure 6.
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Table 8. Security analysis using k1 values (k2 = 10)

No. of hosts Generation time (s) Evaluation time (s) Risk value No. of attack paths

1000 0.725 113.515 348 55942475
900 0.603 108.358 348 55942475
800 0.528 104.626 348 55942475
700 0.456 102.873 348 55942475
600 0.372 101.780 348 55942475
500 0.309 96.998 348 5699925
400 0.241 42.796 348 3274425
300 0.181 8.172 348 848925
200 0.103 0.250 0 0
100 0.047 0.172 0 0

0 0.0 0.0 0 0

The density of simulation network is 0.006 (i.e., each host on average has a direct
connection to six other hosts). The simulation result shows that the risk value is still
equivalent when the network size has reduced by 70% (i.e., k1 = 300). The genera-
tion time consistently reduces as the number of hosts modelled decreases as shown in
Figure 6(a). The evaluation time decreases steadily down to 50% of hosts modelled.
When the number of attack paths reduced, the evaluation time decreases rapidly. When
the number of hosts modelled are reduced to 250, the hosts directly affecting the risk
analysis are removed, such that the risk output is misleading. This is shown in Figure
6(b). Also, we can observe that changing number of vulnerabilities (i.e., k2) does not af-
fect the scalability of the evaluation phase. The optimal solution using degree centrality
measures was found at k1 = 266.

(a) Generation time using k1 values (b) Evaluation time using k1 values

Fig. 6. Performance of security analysis using k1 values

4.2 Security Analysis Based on Vulnerability Importance

We rank vulnerabilities with given impact value information. All network hosts are
modelled to investigate the performance of risk analysis when k2 number of important
vulnerabilities are considered in the risk analysis. The simulation result is shown in
Table 9. Generation and evaluation times are shown in Figure 7.



Scalable Security Model Generation and Analysis Using k-importance Measures 283

Table 9. Security analysis using k2 values (k1 = 1000)

No. of Vulnerabilities Generation time (s) Evaluation time (s) Risk value

10 0.725 113.515 348
9 0.650 110.796 348
8 0.634 110.576 348
7 0.609 111.343 348
6 0.587 111.608 348
5 0.572 111.858 348
4 0.544 111.108 348
3 0.519 111.920 348
2 0.466 111.218 348
1 0.381 110.264 3
0 0.369 110.233 3

(a) Generation time using k2 values (b) Evaluation time using k2 values

Fig. 7. Performance of security analysis using k2 values

Table 10. Naive and optimal solution comparison

Generation time (s) Evaluation time (s) Risk value No. of attack paths

Naive 0.725 113.515 348 5942475
Optimal 0.097 0.578 348 24255

The generation time shows constant improvement, because there are a few numbers
of components to generate in the lower layer. However, there are no improvements
shown in the evaluation time for all k1 values. It shows that k2 values do not affect the
performance of evaluation. If vulnerability models become more complex (i.e., multi-
ple paths in exploiting vulnerabilities), the computational complexity of lower layer will
also increase. The optimal solution is found when k2 = 2. The naive solution compared
to the optimal solution is shown in Table 10. The optimal solution shows approximately
87% generation time improvement and 99.5% evaluation time improvement respec-
tively. We will investigate to find optimal k1 and k2 values in our future work.
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5 Discussion

We used k-importance measures to generate a ReHARM. A risk analysis showed that
an equivalent security solution can be achieved, while the size of the HARM is sig-
nificantly reduced. Accuracy and performances of security analysis using k-importance
measures are investigated through simulation. The NCM (e.g., closeness centrality) ef-
fectively ranked important hosts based on the network topology, and nearly equivalent
risk value is computed. Moreover, the time performance was also improved for gener-
ating and evaluating the HARM.

However, the security analysis of the example system showed that not all vulnerabil-
ities associated security metrics. Also, a single security metric often does not capture
various effects of vulnerabilities (e.g., high CVSS BS, but low structural importance),
and other requirements to satisfy the success of an attack are not well defined (e.g.,
privilege requirements). Network topologies and attack goals determine which hosts in
a network are important in an event of an attack. The proportion of the network hosts
unused in an attack also depends on the network density (e.g., a sparse network and a
dense network), such that determining the value of k1 is difficult. In addition, an attacker
located inside the network reduces the coverage of the network, but NCMs cover all net-
work hosts. Lastly, attack on less important hosts and vulnerabilities are not properly
addressed.

5.1 Vulnerabilities without Security Metrics

Using a vulnerability scanner NESSUS [27], about 60 vulnerabilities of a real host
machine were reported. However, only 11 vulnerabilities had CVSS BS, which gives set
of security metrics associated with these vulnerabilities. There were textual description
of vulnerabilities (e.g., Vulnerability Synopsis and Vulnerability Description), but this
is difficult to process automatically. Moreover, 10 vulnerabilities are scanned without
any descriptions. Incomplete security data makes difficult to automate and analyse the
network security. Other sources of vulnerability scanners and security metrics will be
investigated in our future work.

5.2 Categorised Vulnerability Ranking

A single security metric cannot capture all aspects of vulnerabilities. The attack goal
changes how vulnerabilities will be exploited by an attacker. For example, an attack
goal of gaining the admin privilege defines a subset of vulnerabilities that must be ex-
ploited to achieve this, but an attack goal to hijack a communication of a host defines
a different subset of vulnerabilities to achieve this goal. So, there needs a definition
of vulnerability categories that satisfy different attack goals. Then vulnerabilities can
be ranked within each subset. In addition, the ranking of vulnerabilities can be com-
bined from vulnerability rankings based on various security metrics, such as CVSS
BS rankings and structural importance rankings [9]. Improvements and effectiveness of
categorising and combining vulnerability rankings should be further investigated.
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5.3 Network Features for k1 Selection

The network topology defines possible attack scenarios. A dense network (e.g., fully
connected or mesh network topologies) allows the attacker to take many different attack
paths to reach the target, so that a large proportion of network hosts will be used in at
least one attack path. In contrast, a sparse network (e.g., star or tree network topologies)
limits the number of attack paths, and the number of unused hosts (i.e., hosts that does
not benefit the attacker in any attack scenario) increases. Therefore, the value of k1 will
depend on the attack scenario and the network topology. The effect of different network
topologies for determining the value of k1 importance measures needs to be studied, and
the relationship between the number of hosts and the value of k1 for the same network
topology needs to be taken into account.

5.4 Modelling Attackers Located Inside the Network

Ranking important hosts using NCMs incorporates only the reachability of network
hosts. However, an attacker located inside the network allows the attacker to bypass
some of the network security (e.g., firewalls). Compared with an attack from outside the
network, the scope of an attack is much smaller (i.e., only a subset of network hosts are
considered) because the distance to the target is much closer. In such case, the ranking
of important hosts using NCMs is inaccurate, because all network hosts are considered
in NCMs. Therefore, one needs to consider an effective method to rank important hosts
accurately for such attack scenarios.

5.5 Attack on Less Important Hosts and Vulnerabilities

By enforcing security only on important hosts and vulnerabilities allow attackers to
exploit less important hosts and vulnerabilities, and security analysis based on impor-
tant hosts and vulnerabilities cannot capture such attacks. One solution is that if all
attack paths are covered with selected set of hosts and vulnerabilities, then any attack
scenarios, regardless of using important or less important hosts and vulnerabilities, are
covered. However, a naive approach to check the coverage of attack paths is computa-
tionally expensive (i.e., exponential number of attack paths need to be checked). More
efficient method to cover all attack paths with a set of hosts and vulnerabilities will be
studied in our future work.

6 Conclusion

Security analysis using the ARMs allows users and system administrators to become
aware of vulnerable network components and configurations, and security solutions
can be enforced or suggested to enhance the network security. However, existing ARMs
have a scalability problem when the network size becomes large. Generating an ARM
requires all the network information, and simplifications and heuristic methods are used
in evaluation to improve the scalability. That is, not all network information is required
for security analysis. Therefore, we proposed to use k-importance measures to improve
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generation and evaluation of ARMs. k1number of important hosts and k2 number of
important vulnerabilities are ranked and selected to generate an ARM (e.g., a two-layer
HARM) and to evaluate the network security. We described methods to rank important
hosts using NCMs and vulnerabilities using security metrics. We showed equivalent se-
curity solutions can be achieved using k-importance measures, while the performances
improved in both generation and evaluation in terms of time and computation require-
ments. We also showed that time and computation requirements can be optimised by
selecting appropriate number of important hosts and vulnerabilities, which showed a
significant improvement compared to the exhaustive search method.
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