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Abstract. In this paper, we propose and evaluate a server consolida-
tion approach for efficient power management in virtualized federated
Data Centers. The main goal of our approach is to reduce power con-
sumption, trying to meet QoS requirements with limited energy defined
by a third party agent. In our model, we address application workload
considering the costs due to turning servers on/off and Virtual Machine
migrations in same Data Center and between different Data Centers.
Our simulation results with 2 data centers and 400 simultaneous Virtual
Machines show that our approach is able to reduce more than 50% of
energy consumption, while still meeting the QoS requirements.

1 Introduction

Cloud Computing is a recent paradigm for provision of computing infrastructure,
platform and/or software. This paradigm shifts the location of these components
to the Internet in order to reduce costs associated with resource management
(hardware and software) [10].

Cloud Computing is gaining popularity since it helps companies to reduce
costs and carbon footprint. Usually, services are executed in big Data Centers
containing a large number of computing nodes. The energy requirements of the
whole Data Center have a high impact on the total operation costs [11], which can
be over 60% of the peak load [8, 15]. Therefore, reducing the energy consumption
without sacrificing Quality-of-Service (QoS) requirements is an important issue.

In Cloud Computing, Data Centers usually employ virtualization techniques
to provide computing resources as utilities and Virtual Machine (VM) technolo-
gies for server consolidation. Server consolidation is the process of gathering
several virtual machines into a single physical server. It aims at minimizing the
number of physical servers required to host a group of Virtual Machines.

Many studies have been conducted to provide power reduction and some of
them are based in server consolidation [1]. However, server consolidation in Cloud
Computing can introduce some difficulties such as: (i) the Cloud environment
must usually provide Quality of Service (QoS) guarantees, normally defined in
terms of Service Level Agreements (SLA); (ii) it is common to occur dynamic
changes of the incoming requests rate; (iii) the usage pattern of the resources
is often unpredictable and (iv) different users have distinct preferences.
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Currently, with the energy costs increasing, the focus shifts from optimizing
Data Center resource management for pure performance to optimize it for en-
ergy efficiency while maintaining the level of services [2].

In a Cloud Computing environment, there are distinct participants with dis-
tinct objectives, preferences and disposition to pay for services. In this scenario, a
Multi-agent System (MAS) can be used where each participant is an autonomous
agent that incorporates market and negotiation capabilities.

In this work, we propose a Federated Application Provision (FAP) strategy
which uses multiple agents and server consolidation techniques to achieve power-
aware resource allocation, by taking into account SLAs, energy consumption and
carbon footprint. In our approach, the user should pay according to the efficiency
of his/her applications in terms of resource utilization and power consumption.
Therefore, we propose that the price paid by the users should increase according
to the whole energy consumption of the Data Center, especially when the user
does not accept to negotiate QoS requirements.

Experimental results for our FAP consolidation strategy were obtained in the
CloudSim [3] simulator, with 2 Data Centers, each one belonging to a different
Cloud, and 400 simultaneous virtual machines show that our approach is able
to reduce an average of 53.57% of energy consumption, while meeting the SLA
requirements.

The remainder of this paper is organized as follows. Section 2 presents concepts
of Cloud Computing. Section 3 discusses energy green performance indicators.
The proposed strategy for Federated Cloud server consolidation is presented in
Section 4. In Section 5, experimental results are discussed. Section 6 presents
related work. Finally, Section 7 presents the conclusion and future work.

2 Cloud Computing

There are many definitions of cloud computing in literature. Most of these defini-
tions state that a Cloud Computing system should have (i) pay-per-use capabil-
ity, (ii) elastic capacity and the illusion of infinite resources, (iii) self-service, (iv)
virtualized resources and (v) QoS enhancement functionality. The cloud service
models are divided in three classes, according to the abstraction level and the
service model of the providers: Infrastructure-as-a-Service (IaaS), Plataform-as-
a-Service (PaaS), and Software-as-a-Services (SaaS) [17].

In the Infrastructure-as-a-Service (IaaS) model, the user can request process-
ing power, storage, network and other fundamental computing resources such
as the operating system, for a period of time and pay only what he/she uses.
Plataform-as-a-Service (PaaS) are development platforms that allow the creation
of applications with supported programming languages and tools hosted in the
cloud and accessed through a browser. This model can slash development time,
offering readily available tools and services. In the Software-as-a-Service (SaaS)
model, applications run on the Cloud infrastructure and are accessible from var-
ious client devices. From the user view, the SaaS model allows him/her to save
money in servers and software licenses.
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Cloud Computing can be viewed as a combination of many preexisting tech-
nologies such as virtualization and server consolidation, among others.

The term virtualization refers to the abstraction of compute resources (CPU,
memory, I/O) from the applications, aiming to improve sharing and utilization
of computer systems. One immediate benefit of virtualization is the option to
run multiple operating systems and software stacks on a single physical platform.

Server consolidation is the process of gathering several Virtual Machines
(VMs) into a single physical server. It is often used by Data Centers to increase
resource utilization and reduce electric power consumption costs [11]. For exam-
ple, consider a set of VMs {vm1, vm2, vm3, vm4} and a set of hosts {h1, h2, h3},
each of them with a quad-core processor, where each processor is capable of ex-
ecuting one VM. A power efficient allocation schedule could initially assign all
the VMs to the same host in such a way that the other hosts could be put in
the power-saving state or turned off. A possible solution to this problem would
be, therefore, to pack the maximum workload in the smallest number of servers,
keeping each resource (CPU, disk, network, among others) on every server at
100% utilization and put the idle servers in power-saving state.

The consolidation process can be performed in a single step using the peak
load demands, known as static consolidation, or in a dynamic manner, by reeval-
uating periodically the workload demand in each VM. In static consolidation,
VMs stay in the same physical server during their whole lifetime. The utilization
of the peak load demand should ensure that the VM does not overload. How-
ever, in a dynamic environment with different access patterns, one or more VMes
can become idle, resulting in an inefficient power allocation.Dynamic consolida-
tion aims to tackle this problem by taking into account the current workload
demands. Dynamic consolidation may require migrating VMs between physical
servers in order to [7]: (i) pull out physical servers from an overload state or (ii)
turn off a physical server when it is idle or when the VMs mapped to it can be
moved to another physical server.

Server consolidation in a Cloud Computing environment presents some ad-
ditional difficulties since the Cloud must also provide reliable QoS, normally
defined in terms of Service Level Agreements (SLA). An SLA describes charac-
teristics such as maximum throughput and minimum response time, that must
be delivered by the deployed systems. If an SLA is violated, economical penalties
usually apply.

3 Energy-Aware Computing

Cloud Computing solutions may have a potential impact on green house gas
(GHC), which include CO2 emissions. Saving energy of a Data Center with ac-
ceptable QoS requirements is an economical incentive for data center operators,
as well as a significant contribution to the environment. This requires the de-
sign of energy-aware solutions. Energy-awareness can be characterized by taking
into account the amount of resources and QoS requirements required by the
applications and also the energy requirements along their life cycle [9].
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Several indicators have been introduced to measure Data Center efficiency
under the vision of achieving economical, environmental and technological sus-
tainability [13]. In this context, Green Performance Indicators (GPI) are defined
as the driving policies for data collection and analysis related do energy con-
sumption. The idea of GPIs is interesting because it can be adapted as part
of Service Level Agreements (SLA), where requirements about energy efficiency
versus the expected quality of services are specified and need to be satisfied.
The GPIs are classified in four clusters (IT Resource Usage, Application Lifecy-
cle, Energy Impact and Organizational). In this work, we consider only the IT
Resource Usage and the Energy Impact GPI clusters.

The IT Resource Usage GPIs characterize the energy consumption of an ap-
plication as a function of the energy consumed by its resources. Examples of
metrics are CPU usage, Memory usage and I/O activity.

The Energy Impact GPIs describe the impact of Data Centers and applica-
tions on the environment, considering power supply, consumed materials, emis-
sions, and other energy related factors. The most important Energy Impact GPI
metrics are: a) application performance indicators, which measure the energy
consumption per computing unit, using typically FLOPS/kWh or Number of
Transactions/kWh; b) Data Center Infrastructure Efficiency (DCiE), which is
used to determine the energy efficiency of a Data Center as a whole; and c)
Compute Power Efficiency (CPE), which computes the data center power. In
this metric, the power consumed by idle servers is computed as overhead.

4 Design of the Multi-Agent Consolidation Mechanism

The main goal of our approach is to meet the QoS requirements of the applica-
tions, while keeping the power consumption of the Data Centers below a given
energy threshold defined by a third party agent. To achieve this goal, we propose
a Multi-Agent strategy to negotiate the resource allocations among Clouds.

We consider a federated Cloud environment with four distinct agents: Cloud
Service Provider (CSP), Cloud User (CLU), Energy Power Provider (EPP) and
Carbon Emissions Agency Regulator (CEAR) as shown in Figure 4(a). In our
design, the CEAR determines the amount of carbon emissions that both the
CSP and the EPP can emit in a period of time.

In each Data Center, there is one coordinator responsible for monitoring data
center metrics, negotiating with the other agents. There are also sensors to mon-
itor energy consumption, resource usage and SLA violation as shown in Figure
4(b). The scenario proposed is a set of Data Centers composed of a set of Virtual
Machines, which are mapped to a set of physical servers that are interconnected
and deployed in a hybrid cloud model.

Let R {r1, r2, · · · , rn} be the set of resources in Data Center i with a capacity
cki , where k ∈ R. The Energy Consumption for the Data Center (Ei) is defined
as Ei = (pmax − pmin) ∗ Ui + pmin [14], where pmax is the power consumption
at the peak load, pmin is the minimum power consumption in active mode, and
U is the resource utilization of Data Center i as defined in Ui =

∑n
j=1 ui,j [14],

where ui,j is the resource usage of resource j in Data Center i.
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(a) (b)

Fig. 1. (a) Agents of the cloud market (b) Detail view of a Data Center

Resources R are managed by the Cloud Service Providers (CSP), which are
used by a set of Cloud Users (CLU). The energy power is provided by an Energy
Power Provider (EPP). The relation between the CSPs and a CLU is determined
by a set of QoS metrics described in SLAs. The Data Center is subject to an
energy consumption threshold agreed among the CSP, the EPP and CEAR.
When the energy consumption threshold is violated, this implies in additional
costs. To calculate the carbon footprint of the CSP and the EPP, the CEAR
uses the following metrics: CPU usage, Memory usage, I/O activity and CPE
(Section 3).

Let T represent the set of tasks to be executed in a resource ri which is subject
to a set of QoS constraints. The following steps are executed:

1. When a task ti is submitted, the Cloud Provider calculates the price of ti’s
execution.

2. The Cloud Provider tries to place ti in an appropriate resource, using con-
solidation techniques to reduce the number of physical servers.

3. If the Cloud Provider does not have enough available resources or the energy
threshold will be violated, the Cloud Provider first contacts another Cloud
Provider and negotiates with it the execution of this task. In this case, the
price of this execution (Pt) is defined as shown in Equation (1).

Pt = Et + εt + λt (1)

where εt is the cost Energy Impact of task t on the environment, and λt is
the cost to transfer task t to another Cloud Provider.

4. If it does not succeed, the Cloud Provider tries to consolidate its VMs con-
sidering the tasks SLAs.

5. If not possible, it tries to negotiate the energy threshold with the CEAR and
with the EPP agents.
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6. If all negotiations fail, the Cloud Provider finds the SLA whose violation
implies in lower cost and execute the task. In this case, the price to execute
the tasks is defined as shown in Equation (2).

Vt = Pt + γ + δ (2)

where γ is the cost of violate the QoS requirements of other tasks and δ is
the cost associated with energy consumption violation.

To control task allocation, each Cloud Provider has a matrix representing
tasks ti ∈ T , virtual machines vmj ∈ VM and physical servers rz ∈ R, where: 1
represents that ti is allocated at vmj in resource rz; 0 indicates that ti can be
allocated at vmj ; and -1 represents that this allocation is impossible.

In order to illustrate our strategy, consider a federated Cloud with 2 Data
Centers (DC1 and DC2) and a user that contracts DC1 to execute his applica-
tions. Consider that DC1 is overloaded and that the QoS requirement described
in the SLAs is response time. In this scenario, when the user submits tasks to
execute, the DC1 Cloud Provider first tries to execute them locally, considering
energy consumption and the available resources. Since DC1 is overloaded, its
Cloud Provider contacts DC2 and negotiates with it the execution of the tasks.
If DC2 accepts it, the cost of the tasks execution is calculated with Equation (1).
If DC2 does not accept, then DC1 tries to consolidate its virtual machines and,
if not possible, it tries to negotiate the energy threshold with the CEAR and the
EPP agents. If all negotiations fail, then DC1 finds the SLA whose violations
implies in lower cost and terminates the execution of its associated task. In this
case, the cost to execute the tasks is calculated with Equation (2).

5 Experimental Results

In this section, we present the evaluation of the strategy proposed in Section 4.
We used CloudSim [3], which is a well-established Cloud simulator that has been
used in many previous works [16], [18], among others. It is a simulation toolkit
that enables modeling and simulation of Clouds and application provisioning
environments, with support to Data Centers, Virtual Machines and resource
provisioning policies.

Since we are dealing with federated environments, we extended CloudSim by
adding four classes (CloudEnergyReg, DCEnergySensor, FedPowerVMAllocPol-
icy, CustomerDCBroker) to it, as well as isolation of queue events and support
for concurrent execution.

The CloudEnergyReg class represents the behavior of the CEAR agent. This
agent communicates with the Data Center cloud coordinator to inform the en-
ergy consumption threshold. The DCEnergySensor class implements the Sensor
interface that monitors the energy consumption of the Data Center and informs
the coordinator. When the energy consumption is close to the limit, this sensor
creates an event and notifies the coordinator, that can take actions. The Fed-
PowerVmAllocPolicy class extends the VmAllocPolicy class to implement the
proposed federated server consolidation mechanism Virtual Machine allocation
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to hosts that can belong to different Data Centers. Finally, the CustomerDCBro-
ker class models the QoS requirements customer behavior, negotiates with the
cloud coordinator and requests computations.

5.1 Evaluation in Two Scenarios

In order to evaluate the effectiveness of our Federated Application Provisioning
strategy (FAP), we used a simulation setup that is similar to the one used in
[3]. The simulation environment included 2 Data Centers (DC1 and DC2), with
100 hosts each. These hosts had one CPU core with 1000 MIPS, 2GB of RAM
and 1TB of storage. The workload model included provisioning for 400 VMs,
where each VM requested one CPU core, 256 MB of RAM and 1GB of storage.
The CPU utilization distribution was set to the Poisson distribution, where
task required 150 MIPS or 10 minutes to complete execution. We assumed CPU
utilization of 20, 40, 60, 80 and 100% and a global energy consumption threshold
of 3 kWh of energy per data center. Initially, the provisioner allocates as many
as possible virtual machines on a single host, without violating any constraint
of the host. The SLA was defined in terms of response time (10 minutes).

In the first evaluation scenario, there are two Data Centers (DC1 and DC2)
and tasks are always submitted to DC1. If DC1 becomes overloaded, VMs are
migrated from DC1 to DC2. The simulation was repeated 10 times and the mean
values for energy consumption without our mechanism using only DC1 (trivial),
and with our Federated Application Provision strategy (FAP) mechanism are
presented in Figures 2 (a), (b) and (c).

Figure 2(a) shows that the proposed provision technique is able to reduce the
total power consumption of the Data Centers, without SLA violation. In this
case, an average reduction of 53.37% in power consumption was achieved since
DC1 consumed more than 9kWh with the trivial approach and no more than 4.9
kWh was consumed by both Data Centers with our approach (2.92 kWh for DC1
and 1.98 kWh for DC2). In order to achieve this, DC1 tried first to maximize
the usage of its resources and to consume the limit of energy power without
violating the SLAs. DC2 was used only when DC1 was overloaded, if DC1 was
in the imminence of SLA violation or when the energy consumption was close
to the limit.

Figure 2(b) presents the number of VM migrations when our mechanism is
used. It can be seen that the number of migrations decreases as the threshold of
CPU usage increases. This result was expected since with more CPU capacity,
the allocation policy tends to use it and allocate more VMs in the same physical
machine. In Figure 2(c), we measured the wallclock time needed to execute 400
tasks, with our mechanism (FAP) and without our mechanism (trivial). It can
be seen that FAP increases the whole execution time. This occurs because of the
overhead caused by the VMs migrations between data centers, and the negotia-
tions between the CLU and the CSP agents. Nevertheless, this increase in less
than 22%, since the wallclock execution time without and with the mechanism
is 21.5 min and 27.4 min, respectively, for 100% CPU utilization. We consider
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(a) (b)

(c)

Fig. 2. Case Study 1:(a) Total energy consumption by data centers (b) Number of VM
migrations from DC1 to DC2 for the FAP mechanism (c) Execution time of tasks

that this increase in the execution time is very low and it is compensated by the
reduction in the power consumption (Figure 2).

In the second scenario, we consider two users, with distinct SLAs and each
user makes 400 task execution requests to a different data center (DC1 and
DC2). Our goal is to observe the rate of SLA violation when the workload of
both Data Centers is high (Figures 3 (a), (b), (c) and (d)).

In Figure 3(a), we can see that, even in a scenario with overloaded Data
Centers, our mechanism is able to maintain the power consumption below the
threshold (3 kWh) for each Data Center. With the CPU utilization threshold
of 80%, the power consumption decreased from 9.13 kWh to 5.65 kWh (DC1 +
DC2), reaching 38.2% of reduction in power consumption.

The number of SLA violations with two overloaded Data Centers was lower
than the one obtained with one overloaded Data Center (DC1) (Figure 3(d)).
With the CPU utilization threshold of 80%, the SLA violation decreased from
43.94% (DC1) to 31.48% (DC1 + DC2), reaching 12.46% of reduction in SLA
violations. This shows the appropriateness of VM migrations between different
Data Centers in an overloaded scenario.

6 Related Work

Table 1 summarizes the main characteristics of 6 papers that propose server
consolidation strategies for distributed environments.

As can be seen in this Table, three approaches [4, 6, 5] use multi-agent systems
to reduce power consumption and costs. One of them is targeted to Clouds and
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(a) (b)

(c) (d)

Fig. 3. Case Study 2: (a) Total energy consumption by data centers (b) Number of
VM migrations (c) Execution time of tasks with 2 overloaded Data Centers (d) Average
SLA Violation for the federated approach

Table 1. Comparative summary of Cloud server consolidation strategies

Paper Target Power-Aware Federated Multi-agent Migration SLA
[4] Cloud No No Yes No No
[6] Cluster No No Yes No No
[5] Cluster Yes No Yes No Yes
[12] Cluster Yes No No No Yes
[14] Cloud Yes No No No No
[3] Cloud Yes No No Same DC Yes

This work Cloud Yes Yes Yes Among DCs Yes

two execute in cluster computing environments. Three approaches [12, 14, 3]
reduce power consumption in cloud computing considering SLAs. None of the
analyzed proposals consider federation cloud environment nor VM migration
among data centers.

7 Final Consideration and Future Work

In this paper, we proposed and evaluated a server consolidation approach for ef-
ficient power management in virtualized data centers taking into account energy
consumption, and QoS requirements. The results obtained in the CloudSim [3]
simulator, with 2 data centers and 400 simultaneous virtual machines show that
very good energy consumption savings are obtained with our approach, while
meeting the QoS requirements. The best gain (53.57%) was obtained when we
have one overloaded data center. In this case, we were able to reduce the energy
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consumption from 9.13 kW/h with the trivial approach to 4.9 kW/h with an
increase of less than 22% in the execution time.

As future work, we intend to investigate formal models for power-aware re-
source allocation in Cloud Computing Systems and propose extensions that take
more parameters into consideration.
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