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Abstract. The Black Litterman (BL) model for portfolio optimization
combines investors’ expectations with the Markowitz framework. The
BL model is designed for investors with private information or with
knowledge of market behavior. In this paper I propose a method where
investors’ expectations are based on accounting variables, recommen-
dations of financial analysts, and social network indicators of financial
analysts and corporate directors. The results show promise when com-
pared to those of an investor that only uses market price information. I
also provide recommendations about trading strategies using the results
of my model.

Keywords: Link mining, social network, machine learning, computa-
tional finance, portfolio optimization,boosting, Black Litterman model.

1 Introduction

Contemporary investment literature is significantly influenced by [28, 29]’s port-
folio optimization approach that suggests an optimal allocation of assets that
maximizes expected return and minimizes volatility. The problem is that this
mean-variance portfolio optimization process may lead to the selection of few
top assets, it is very sensitive to small changes in inputs, it is based on past
price history, and investors can not formally input their own knowledge of the
market. As a reaction to these limitations, [4] proposed a mean-variance portfo-
lio optimization model that included investors’ expectations. This methodology
creates views that represent investors’ market expectations with different con-
fidence levels, and uses these views as inputs for the selection of the optimal
portfolio.

A different aspect that has not been deeply explored in the literature is the
application of link mining to solve finance problems. Link mining is a set of
techniques that uses different types of networks and their indicators to forecast
or to model a linked domain. Link mining has had several applications [31] to
different areas such as money laundering [26], telephone fraud detection [16],
crime detection [32], and surveillance of the NASDAQ and other markets [26,
21]. One of the most important business applications of link mining is in the
area of viral marketing or network-based marketing [15, 30, 27, 22], and more
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recently, in finance. [1] have applied network analysis to quantify the flow of
information through financial markets. [12] have applied a link mining algorithm
called CorpInterlock to integrate the metrics of an extended corporate interlock
(social network of directors and financial analysts) with corporate fundamental
variables and analysts’ predictions (consensus). CorpInterlock used these metrics
to forecast the trend of the cumulative abnormal return and earnings surprise
of US companies.

In this paper, I propose PortInterlock which is a variation of the CorpInterlock
algorithm that uses the return forecast to complement or substitute the investors’
view of the BL approach. This methodology may help investors to incorporate
qualitative and quantitative factors into their investment decisions without the
intervention of financial management experts.

2 Methods

2.1 The Black Litterman Model

The BL model is one of the most extended tactical allocation models used in the
investment industry. The BL model calculates the posterior excess return using a
mean variance optimization model and the investors’ view. Since the introduction
of the BL model [4], many authors have proposed several modifications. [25]
extends the BL model including a factor uncorrelated with the market; [3] and
[2] substitute the investors’ views by analysts’ dividend forecast and by GARCH
derived views, respectively.

I follow [5, 6] in describing the BL model. Additional useful references about
the BL model are [23, 33].

The excess returns of n assets over the risk free rate Rf are normally dis-
tributed and are represented by the n-vector μ. Using a Bayesian framework,
the prior distribution of excess returns is μ ∼ N(Π,Σ) where Π is a n-vector of
implied equilibrium excess return and Σ is the nxn variance covariance matrix
of excess return.

Σ can be obtained by the historical excess return and the equilibrium excess
return Π = λΣw is the solution to the following unconstrained return maxi-
mization problem:

maxww
′Π − λw′Σw

2
(1)

where λ is the risk aversion parameter. The vector of optimal portfolio weights
can be derived from the Π formula:

w = (λΣ)−1Π (2)

In equilibrium, the market portfolio wmkt derived from the capital asset pricing
model (CAPM) should be the same as the mean variance optimal portfolio w.
So, the prior expected excess return should be the equilibrium expected excess
return:

Π = λΣwmkt (3)

where wmkt =
Mi∑

i

Mi
and Mi is the market capitalization value of asset i.
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The main innovation of the BL model is that the investor may specify k abso-
lute or relative scenarios or “views” about linear combinations of the expected
excess return of assets. The views are independent of each other and are also
independent of the CAPM. They are represented as:

Pμ = Q− ε (4)

P is a kxn matrix where each row represents a view. Absolute views have weights
for the assets that will outperform their expected excess return and their total
sum is one; relative views assign positive and negative weights to assets that
over- or underperform respectively and their total sum is zero. Q is a k-vector
that represents the expected excess return of each view, τ is a k-vector that
represents the confidence indicator of each view, and ε ∼ N(0, Ω) is an error
term normally distributed that represents the uncertainty of the views where Ω
is a kxk diagonal covariance matrix of error terms of the views.

The posterior distribution of excess returns μ̂ combines the prior excess return
Π and the investors’ views P :

μ̂ = N([(τΣ)−1 + P ′Ω−1P ]−1[(τΣ)−1Π + P ′Ω−1P ], [(τΣ)−1Π + P ′Ω−1P ]−1)
(5)

An alternative expression of the expected excess return is:

μ̂ = Π + τΣP ′[PτΣP ′ +Ω]−1[Q− PΠ ] (6)

and the optimal portfolio weights on the unconstrained efficient frontier using
the posterior distribution is:

ŵ = (λΣ)−1μ̂ (7)

2.2 Boosting

Adaboost is a machine learning algorithm invented by [19] that classifies its out-
puts by applying a simple learning algorithm (weak learner) to several iterations
of the training set where the misclassified observations receive more weight. [18]
proposed a decision tree learning algorithm called an alternating decision tree
(ADT). In this algorithm, boosting is used to obtain the decision rules and to
combine them using a weighted majority vote.

[20], followed by [8] suggested a modification of AdaBoost, called LogitBoost.
LogitBoost can be interpreted as an algorithm for step-wise logistic regression.
This modified version of AdaBoost–known as LogitBoost–assumes that the la-
bels y′is were stochastically generated as a function of the x′

is. Then it includes
Ft−1(xi) in the logistic function to calculate the probability of yi, and the ex-
ponent of the logistic function becomes the weight of the training examples.
Figure 1 describes Logitboost.

2.3 PortInterlock: A Link Mining Algorithm

CorpInterlock is a link mining algorithm proposed by [12] to build a bipartite
social network with two partitions: one partition includes members of board of
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F0(x) ≡ 0
for t = 1 . . . T

wt
i =

1

1+eyiFt−1(xi)

Get ht from weak learner

αt =
1
2 ln

( ∑
i:ht(xi)=1,yi=1 wt

i∑
i:ht(xi)=1,yi=−1 wt

i

)

Ft+1 = Ft + αtht

Fig. 1. The Logitboost algorithm [20]. yi is the binary label to be predicted, xi corre-
sponds to the features of an instance i, wt

i is the weight of instance i at time t, ht and
Ft(x) are the prediction rule and the prediction score at time t respectively.

directors and another partition consists of financial analysts representing com-
panies that they cover. This social network is converted into a one-mode network
where the vertices are the companies and the edges are the number of directors
and analysts that every pair of companies have in common. This is the extended
corporate interlock. The basic corporate interlock is calculated in the same way
using only directors. The algorithm selects the largest strongly connected com-
ponent of a social network and ranks its vertices using a group of investment
variables presented in the appendix 1 and a group of social network statistics
obtained from the basic or extended corporate interlock. Finally, the algorithm
predicts the trend of a financial time series using a machine learning algorithm
such as boosting. I propose the PortInterlock algorithm, an extension of Cor-
pInterlock, to be used for portfolio optimization. This algorithm uses the trend
of the financial time series predictions as the view of the investors and the prior
asset excess returns to define the optimal portfolio weights (Figure 2).

Forecasting Earnings Surprise. I used the definition of earnings surprise or
forecast error proposed by [14]:

FE
.
=

CONSENSUSq−EPSq

|CONSENSUSq|+|EPSq|

where CONSENSUSq is the mean of earnings estimate by financial analysts for
quarter q, and EPSq is the actual earnings per share for quarter q. FE is a nor-
malized variable with values between -1 and 1. Additionally, when CONSENSUSq
is close to zero and EPSq is not, then the denominator will not be close to zero.

The increasing importance of organizational and corporate governance issues
in the stock market suggests that the integration of indicators from the corporate
interlock with more traditional economic indicators may improve the forecast of
FE and CAR.

The following indicators obtained by the PortInterlock algorithm captures the
power relationship among directors and financial analysts:
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Input: Two disjoint nonempty sets V11 and V12, a matrix ER of historical excess returns of each

asset i, a financial time series Y to be predicted, the covariance matrix Ω of error terms of the

views of investors, the vector τ that represents the confidence indicator of each view, the risk factor

λ, a vector M with market capitalization values of each asset i, and additional exogenous variables.

1. Build a bipartite graph G1(V1, E1) where its vertex set V1 is partitioned into two disjoint

sets V11 and V12 such that every edge in E1 links a vertex in V11 and a vertex in V12.

2. Build a one-mode graph G2(V2, E2) in which there exist an edge between vi and vj : vi, vj ∈ V2

if and only if vi and vj share at least a vertex ui ∈ V12. The value of the edge is equal to the total

number of objects in V12 that they have in common.

3. Calculate the largest strongly connected component of G2 and call it G3(V3, E3).

4. Calculate the adjacency matrix A and geodesic distance matrix D for G3. aij and dij are the

elements of A and D respectively.

5. For each vertex vi ∈ V3 calculate the following social network indicators:

– Degree centrality: deg(vi) =
∑

j aij
– Closeness centrality (normalized): Cc(vi)

.
= n−1∑

j dij

– Betweenness centrality: Bc(vi) =
∑

i

∑
j

gkij

gkj
, where gkij is the number of geodesic paths between

vertices k and j that include vertex i, and gkj is the number of geodesic paths between k and j.

– Clustering coefficient: CCi =
2|{eij}|

deg(vi)(deg(vi)−1) : vj ∈ Ni, eij ∈ E

– Normalized clustering coefficient: CC ′
i = deg(vi)

MaxDegCCi, where MaxDeg is the maximum degree

of vertex in a network

6. Merge social network indicators with any other relevant set of variables for the population under

study such as analysts’ forecasts and economic variables and generate test and training samples.

7. Run a machine learning algorithm with above test and training samples to predict trends of Y .

8. Define a matrix P where each row k is the multiplication of the confidence of the prediction and

the prediction of the trends of Y for each asset. P represents the absolute view of the investors.

9. Obtain Q as a k-vector that represents the expected excess return of each asset or each view k,

as the variance covariance matrix of ER, and Π = λΣwmkt as the equilibrium expected

excess return where wmkt =
Mi∑

i
Mi

10. Optimize the portfolio using the Black Litterman model where the expected excess return is:

μ̂ = Π + τΣP ′[PτΣP ′ +Ω]−1[Q− PΠ]

and the vector of optimal portfolio weights is ŵ = (λΣ)−1μ̂.

Output: Optimal portfolio weights (w).

Σ

Fig. 2. The PortInterlock algorithm
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1. Degree centrality: directors and analysts of a company characterized by a
high degree or degree centrality coefficient are connected through several
companies.

2. Closeness centrality: directors and analysts of a company characterized by a
high closeness centrality coefficient are connected through several companies
that are linked through short paths.

3. Betweenness centrality: directors and analysts of a reference company char-
acterized by a high betweenness centrality coefficient are connected through
several companies. Additionally, the reference company mentioned above has
a central role because it lies between several other companies, and no other
company lies between this reference company and the rest of the companies.

4. Clustering coefficient: directors and analysts of a company characterized by
a high clustering coefficient are probably as connected amongst themselves
as is possible through several companies.

Each of the measures above show a different perspective of the relationship
between directors and analysts. Hence, I could include them as features in a
decision system to forecast FE and CAR. Because the importance of these fea-
tures combined with a group of financial variables to predict FE may change
significantly in different periods of time, I decided to use boosting, specifically
Logitboost, as the learning algorithm. Boosting is well-known for its feature se-
lection capability, its error bound proofs [19], its interpretability, and its capacity
to combine continuous and discrete variables. [9, 10, 11] have already applied
boosting to forecast equity prices and corporate performance showing that Log-
itboost performs significantly better than logistic regression, the baseline algo-
rithm. [14] have also compared tree-induction algorithms, neural networks, naive
Bayesian learning, and genetic algorithms to classify the earnings surprise before
announcement.

3 Experiments

The asset price and return series are restricted to the US stock market. They are
from the Center for Research in Security Prices (CRSP), the accounting vari-
ables from COMPUSTAT1, the list of financial analysts and earnings forecast
or consensus from IBES, and the annual list of directors for the period 1996 -
2005 is from the Investor Responsibility Research Center. The number of com-
panies under study changes every year. The minimum and maximum number of
companies included in my study are 3,043 for 2005 and 4,215 for 1998.

I implemented the PortInterlock algorithm (Figure 2) with the software Pa-
jek [13] to obtain the basic (social network of directors) and extended corporate
interlock. I computed the investment signals as described in appendix 1 and
the social network statistics introduced in the previous section of the basic and
extended corporate interlock. I merged the accounting information, analysts’

1 COMPUSTAT is an accounting database managed by Standard & Poor’s.
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predictions (consensus) and social networks statistics using quarterly data and
selected the last quarter available for every year.2 I forecasted the trend of FE
and CAR. CAR is calculated using the cumulative abnormal return of the month
following the earnings announcement. Every instance has the label 1 if the trend
was positive and -1 otherwise. CAR is calculated as the return of a specific asset
minus the value weighted average return of all assets in its risk-level portfolio
according to CRSP. FE is based on the predictions of the analysts available
20 days before the earnings announcement as fund managers may suggest [14].
Fund managers take a position, short or long 3, a certain number of days before
the earnings announcement and, according to their strategy, they will liquidate
the position a given number of days after the earnings announcement. Investors
profit when the market moves in the direction expected and above a certain
threshold, even though the market movement might not be in the exact amount
forecasted.

I restricted my analysis to trading strategies using FE because the prediction
of FE (test error of 19.09%) outperformed the prediction of CAR (test error of
47.56%). According to [12], the long-only portfolio is the most profitable strategy
when it is compared with a long-short, a long-short for the most precise decile,
and a long only strategy when analysts predict that earnings will be larger
than consensus. Based on these results, the weights of the long-only portfolio
multiplied by the confidence of the prediction are used as the investors’ views of
the BL model. This portfolio is compared against a market portfolio where the
weight of each asset is based on its market capitalization.

4 Results

Table 1 compares the result of several views based on a portfolio completely
generated by the PortInterlock algorithm with an equally weighted portfolio
and the market portfolio. The PortInterlock portfolio and the investors’ view
based on the PortInterlock show the largest Sharpe ratio (risk-adjusted return).
When the confidence in this view decreases (lower Ω and τ), the Sharpe ratio
deteriorates. The Sharpe ratio decreases even more when the risk parameter (λ)
increases. The difference of Sharpe ratios between these scenarios and the market
portfolio is significant according to the heteroskedasticity and autocorrelation
robust (HAC) estimation test.

In the simulations, a portfolio based on social networks and fundamental in-
dicators with high confidence in the investors’ perspective has an annual Sharpe
ratio of 6.56, while the market portfolio with 20% confidence has an annual
Sharpe ratio of 1.415.

2 Most of the fundamental and accounting variables used are well-known in the finance
literature and [24] demonstrated that these variables are good predictors of cross-
sectional returns.

3 Long or short positions refer to buy a specific asset or to sell a borrowed asset based
on the expectation that price of the asset will increase or decrease respectively.
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Table 1. Annual Sharpe ratio, risk and return by portfolio.
Ω is the covariance and τ is the confidence indicator in a particular view (according to
equation 6). λ is a risk factor. BL is the Black Litterman model that includes investors’
views. Sharpe ratio is the ratio of mean and standard deviation of excess return over the
risk free rate. *,**: 95% & 99% confidence level of the Sharpe ratio difference between
each scenario and the market portfolio.

Portfolios/Views Sharpe Risk Return
BL, PI, τ=1,Ω=0.000001,
λ=0.00001 6.563 ** 0.49 31.36% *
BL, CI, τ=1,Ω=0.0001,λ=0.0001 6.563 ** 0.49 31.36% *
BL, CI, τ=1,Ω=0.001,λ=0.001 6.561 ** 0.49 31.36% *
BL, CI, τ=1,Ω=0.001,λ=0.0025 6.558 ** 0.49 31.35% *
BL, CI, τ=1,Ω=0.001,λ=0.005 6.552 ** 0.49 31.34% *
BL, CI, τ=1,Ω=0.001,λ=0.01 6.542 ** 0.49 31.32% *
BL, CI, τ=1,Ω=0.001,λ=0.5 5.438 ** 0.51 29.26% *
BL, CI, τ=1,Ω=0.001,λ=1 4.402 ** 0.53 27.53%
BL, CI, τ=0.5,Ω=0.001,λ=1 4.063 ** 0.55 27.34%
BL, CI, τ=0.01,Ω=0.001,λ=1 1.604 * 0.61 14.06%
BL, CI, τ=0.005,Ω=0.001,λ=1 1.517 * 0.62 13.59%
BL, CI, τ=0.0025,Ω=0.001,λ=1 1.468 * 0.62 13.31%
BL, CI, τ=0.001,Ω=0.001,λ=1 1.437 * 0.63 13.13%
PortInterlock (PI): soc.network 6.563 ** 0.49 31.36%
Equally weighted 2.840 * 0.47 14.01%
Market portfolio 1.415 0.63 13.00%

Fig. 3. Abnormal return and risk by portfolio type
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Graph 3 indicates that the inclusion of social network and accounting indica-
tors (red line) generates a portfolio with a higher level of accumulated expected
return than a portfolio that uses the current market capitalization (blue line)
as input. The inclusion of corporate social network indicators might capture in-
teractions among directors and financial analysts that improve the prediction of
earnings surprise. This effect, combined with the predictive capacity of selected
accounting indicators, explains why a portfolio with a social network perspective
outperforms the market portfolio.

5 Conclusions

This paper shows that a modified BL model that includes a forecast based on
social networks and fundamental indicators as investors’ view outperforms the
market portfolio. Even though the BL model includes the investors’ subjective
views, these views can be substituted or enriched by forecasts based on the
optimal combination of social networks and accounting indicators.
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Appendix 1. Investment Signals Used for Prediction

I do not include firm-specific subscripts in order to clarify the presentation. Subscript q
refers to the most recent quarter for which an earnings announcement was made. The
fundamental variables are calculated using the information of the previous quarter
(SUE,SG,TA,and CAPEX). My notation is similar to the notation used by [24].

Variable Description Calculation detail
SECTOR Two-digit sector classification

according to the Global In-
dustrial Classification Standards
(GICS) code.

Energy 10, Materials 15, Industrials 20, Con-
sumer Discretionary 25, Consumer Staples
30, Health Care 35, Financials 40, Informa-
tion Technology 45 Telecommunication Ser-
vices 50, Utilities 55

Price momentum:

CAR1 Cumulative abnormal return for
the preceding six months since
the earnings announcement day

[Πm−1
t=m−6(1+Rt)−1]−[Πm−1

t=m−6(1+Rtw)−1],
where Rt is return in month t, Rtw is value
weighted market return in month t, and m is
last month of quarter

CAR2 Cumulative abnormal return for
the second preceding six months
since the earnings announcement
day

[Πm−7
t=m−12(1+Rt)−1]−[Πm−1

t=m−6(1+Rtw)−1]

Analysts variables:

ANFOR (ANFOR-
LAG)

Number of analysts predicting
that earnings surprise increase
(lagged value)

CONSENSUS Mean of earnings estimate by fi-
nancial analysts

FELAG Lagged forecast error
CONSENSUSq−EPSq

|CONSENSUSq|+|EPSq| [14] where EPS is

earnings per share
Earnings momentum:

FREV Analysts earnings forecast revi-
sions to price

∑5
i=0

CONSENSUSm−i−CONSENSUSm−i−1
Pm−i−1

where Pm−1 is price at end of month m − 1,
and i refers to the previous earnings revisions
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SUE Standardized unexpected earn-
ings

(EPSq−EPSq−4)

σt
where EPS is earnings per

share, and σt is standard deviation of EPS for
previous seven quarters

Growth indicators:

LTG Mean of analysts’ long-term
growth forecast

SG Sales growth
∑3

t=0 Salesq−t
∑3

t=0 Salesq−4−t

Firm size:
SIZE Market cap (natural log) ln(Pq sharesq) where sharesq are outstand-

ing shares at end of quarter q
Fundamentals:

TA Total accruals to total assets
�C.As.q−�Cashq−(�C.Lb.q−�C.Lb.Dq)−�Tq−D&Aq

(T.As.q−T.As.q−4)

2
where � Xq = Xq − Xq−1 and C.As.,
C.Lb.,C.Lb.D.,T,D&A,and T.As. stands for
current assets, current liabilities, debt in cur-
rent liabilities, deferred taxes, depreciation
and amortization, and total assets respec-
tively.

CAPEX Rolling sum of capital expendi-
tures to total assets

∑3
t=0 capital expendituresq−t
(T.As.q−T.As.q−4)/2

Valuation multiples:

BP Book to price ratio
book value of common equityq

market capq
, where

market capq = Pq sharesq

EP Earnings to price ratio (rolling
sum of EPS of the previous four
quarters deflated by prices)

∑3
t=0 EPSq−t

Pq

Social networks:
deg(vi) Degree centrality or degree:

number of edges incidents in ver-
tex vi

∑
j aij , where aij is an element of the adja-

cent matrix A

Cc(vi) Closeness centrality (normal-
ized): inverse of the average
geodesic distance from vertex vi

to all other vertices

n−1∑
j dij

, where dij is an element of the

geodesic distance matrix D [17, 7]

Bc(vi) Betweenness centrality: propor-
tion of all geodesic distances of
all other vertices that include
vertex vi

∑
i

∑
j

gkij
gkj

, where gkij is the number of

geodesic paths between vertices k and j that
include vertex i, and gkj is the number of
geodesic paths between k and j [17]

CCi Clustering coefficient: cliquish-
ness of a particular neighbor-
hood or the proportion of edges
between vertices in the neighbor-
hood of vi divided by the num-
ber of edges that could exist be-
tween them [34]

2|{eij}|
deg(vi)(deg(vi)−1)

: vj ∈ Ni, eij ∈ E,

where each vertex vi has a neighborhood N
defined by its immediately connected neigh-
bors: Ni = {vj} : eij ∈ E.

CC′
i Normalized clustering coefficient

deg(vi)

MaxDegCCi, where MaxDeg is the maximum

degree of vertex in a network [13]
C (not used for
forecasting)

Mean of all the clustering coeffi-
cients

1
n

∑n
i=1 CCi

SW (not used for
forecasting)

“Small world” ratio [34]. C
L

Lrandom
Crandom

, where Lrandom ≈ ln(n)
ln(k)

and

Crandom ≈ k
n

Labels:

LABELFE Label of forecast error (FE) 1 if CONSENSUS ≥ EPS (current quarter)
, -1 otherwise

LABELCAR Label of cumulative abnormal
return (CAR)

1 if CARm+1 ≥ 0, -1 otherwise, where
CARm+1 refers to the CAR of the month that
follows the earnings announcement
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