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Abstract. The use of predictive modeling in the analysis of gene expression 
data can greatly accelerate the pace of scientific discovery in biomedical 
research by enabling in silico experimentation to test disease triggers and 
potential drug therapies. Techniques such as agent-based modeling and multi-
agent simulations are of particular interest as they support the discovery of 
emergent pathways, as opposed to other dynamic modeling approaches such as 
dynamic Bayesian nets and system dynamics. Thus far, emergence-modeling 
techniques have been primarily applied at the multi-cellular level, or have 
focused on signaling and metabolic networks. We present an approach where 
emergence modeling is extended to regulatory networks and demonstrate its 
application to the discovery of neuroprotective pathways. An initial evaluation 
of the approach indicates that emergence modeling provides novel insights for 
the analysis of regulatory networks which can advance the discovery of acute 
treatments for stroke and other diseases. 
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1 Introduction 

Stroke is the third leading cause of death and the major cause of disability in the 
United States. Each year, approximately 795,000 people suffer a stroke, and more 
than 140,000 die; those who survive are subject to recurrent attacks and long-term 
disability [1]. Injury due to ischemic stroke occurs as a result of a sequence of events 
that involve complex interactions across fundamental cell injury mechanisms. The 
potential for neuroprotective stroke therapy through agents that interfere in the 
ischemic cascade of cell injury is therefore enormous. 

Preclinical evaluations of neuroprotectants have fostered high expectations of 
clinical efficacy and a large number of neuroprotective agents have been designed to 
interrupt the ischemic cascade. However, neuroprotective clinical trials run over the 
past 30 years have failed to provide a strategy to improve outcome after acute 
ischemic stroke. A 2006 review of 1026 experimental treatments in acute stroke 
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revealed that no particular drug mechanism taken forward to clinical trial has shown 
superior efficacy in animal models of focal ischemia [2]. These conclusions are 
corroborated by more recent studies [3-5]. New approaches to stroke neuroprotection 
are needed to break this impasse.  Dynamic modeling approaches such as agent-based 
modeling have great potential in providing new ways of understanding neuronal 
ischemic injury as they support an active systems-biology analytical framework 
through the discovery of emergent pathways in complex biological systems. The goal 
of this paper is to explore and evaluate the use of agent-based modeling for the 
discovery of emergent neuroprotective pathways in regulatory networks.  

2 Background 

A major weakness in current neuroprotective approaches to stroke therapy is due to a 
poor understanding of the complexity of interconnections across molecular pathways 
induced in brain cells by ischemia. For example, [2] observe that current approaches 
to stroke therapy tend to frame drug activity exclusively in terms of the dominant 
schema of stroke damage (e.g. excitotoxicity, free radical damage). The failure of 
these approaches may “reflect the multifaceted nature of the sequelae of ischemic 
stroke” [2, p.474]. A dynamic network analysis of ischemic stroke that provides an 
active systems biology framework for understanding neuronal ischemic injury would 
therefore be better suited to address the complexity of ischemic stroke. Agent-based 
modeling techniques are of great interest in this regards as they support the discovery 
of emergent pathways in complex biological systems. The focus on modeling 
emergence is of particular interest as it supports the discovery of new network 
pathways that emerge iteratively from self-organizational properties of gene and gene 
clusters, as opposed to other dynamic modeling approaches such as dynamic Bayesian 
nets and system dynamics where network structure remains unchanged through the 
simulation process. 

In systems biology research, agent-based and multi-agent simulations have been 
primarily applied at the multi-cellular level to study topics such as tumor growth [6, 
7] and immune responses [8, 9]. At the molecular level, agent-based modeling efforts 
have focused on signaling networks [10, 11, 12] and metabolic networks [13]. So far, 
most modeling work on regulatory networks has relied on algorithms other than 
agent-based modeling [14, 15]. 

3 Data Selection and Network Creation 

During the last decade, substantial effort has been devoted to understanding the 
systems biology of neuroprotection in stroke by researching the effect of 
preconditioning on the genomic response to cerebral ischemia [16, 17]. This work has 
yielded rich gene expression data that provides evidence about the genomic dynamics 
of neuroprotection in diverse contexts and can be used to train dynamic pathway 
models of neuroprotection in stroke. We use the gene expression data generated by 
these studies as our point of departure. These consist of microarray results from blood 
of mice in a transcriptional study of a mouse model of preconditioning-induced 
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neuroprotection against stroke injury [18]. The dataset comprises five treatments:  
ischemic preconditioning; lipopolysaccharide (LPS) injection; CpG injection, and two 
control treatments (saline injection and sham surgery). Microarray data were taken at 
3, 24 and 72 hours post treatment, and 3 and 24 hours post-stroke. We focus on the 
two drug treatments documented in these data: LPS and CpG injection. 

We selected 7352 significant gene probes from the dataset described in [18] (see 
previous paragraph) using the normalized probe intensities obtained with the robust 
multi-array average algorithm [19] to evaluate significantly changing probes, and 
filtering for p-value < 0.05 and fold changes greater than 2.0 compared to a baseline 
group. Next, we identified 25 functional gene modules encompassing the selected 
7352 gene probes using hierarchical clustering, as shown in Figure 1. We then applied 
a modified version of the Inferelator algorithm [20] to learn ordinary differential 
equations (ODEs) between clusters. This algorithm uses an approach called L1 error 
regression (also known as “lasso”) to choose a parsimonious set of regulatory 
influences that can model the expression of each cluster [21, 22]. The relation 
between the expression of a target (y) and the expression levels of regulators with 
non-null influences on y (X) is expressed by the equation in (1), where τ  is the time 
step used in model construction, and β is the weight for relationship X on y, as 
determined by L1 shrinkage using least angle regression [22]. This process as a whole 
yields the network model in Figure 1, where the expression of a target cluster can be 
predicted given the expression levels of the input regulatory clusters linked to the 
target cluster. Details of this work are provided in [23].  

∑+−= jXjy
dt
dy βτ  (1) 

 

Fig. 1. Regulatory influence network model of neuroprotection in ischemia 
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We used simulated annealing to optimize the ODEs between clusters. Simulated 
annealing randomly perturbs variables in the model, then compares the performance 
of the perturbed model with the original using a fitness function. Perturbations that 
improve performance are retained in the model and perturbations that decrease 
performance can be retained based on a probability that is decreased over the 
simulation, resulting in more and more conservative changes to the model. We used a 
fitness function to evaluate the performance of each test matrix by the correlation of 
its simulated expression values with the observed expression values.  The optimized 
ODEs yield a high correlation coefficient between the observed and simulated cluster 
connections (about 0.8). For further details of this work see [24]. 

4 Modeling Emergent Neuroprotective Regulatory Networks 

Our hypothesis is that neuroprotective biological networks emerge from self-
organizational regulatory properties of genes, akin to how complex systems arise in 
nature from swarming behaviors – e.g. food source selection and cooperative 
transport in ant colonies, hive construction in termites, formation of slime mold 
colonies [25]. More specifically, genes or functional gene clusters may be 
systemically driven to form new pathway connections during an ischemic event 
driven by a systemic push to maintain their expression values at levels that 
characterize a healthy organism. The neuroprotective pathways emerging from these 
gene networking activities may be enabled by specific treatments such as LPS or CpG 
injection. To test this hypothesis, we developed agent-based models (ABM) for two 
drug treatments in the data described in [18], LPS and CpG, using the functional 
clusters and ODEs in [23, 24], and then computed the correlation coefficient between 
the models’ simulations and the observed data. 

For each treatment in our dataset (LPS and CpG), there is a set of weights 
{W1,…,Wn} from solved ODEs in the optimized Inferrelator model across gene clusters 
{C1,…,C25} (see previous section and [24]), as shown in Table 1. Each weight specifies 
how the expression level of a cluster varies as a function of being connected to another 
cluster. Each cluster has a set of expressions values {E1,…,En}, for each treatment; 
each Ej is the expression value of the cluster at the time point at which microarray data 
were taken – e.g. 3 and 72 hours post-treatment, and 3 hours post-stroke (hour 75) – as 
shown in Table 2. When clusters Ci and Cj are linked at time Tk, indicated as Ci→TkCj, 
the expression value of Ci is calculated as shown in (2) where: 

•  ECi→
Tk

Cj is the expression value of Ci at time Tk, when Ci is linked to Cj  

•  ECiTk is the expression value of Ci at time Tk 

•  ECjTk is the expression value of Cj at time Tk 

•  WCi→
Tk

Cj is the weight relating Ci and Cj at time Tk. 

ECi→
Tk

Cj = ECiTk + (ECjTk * WCi→
Tk

Cj) (2) 
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For example, the expression value of cluster_1 when linking to cluster_3 at hour 3 
(H3) is calculated as shown in (3). The model uses the equation in (2) to calculate the 
expression value of each cluster in the simulation process. 

EC1→
H3

C3 = −1.486 + (1.686 * −0.738) = −2.730 (3) 

Table 1. Weights relating gene cluster (LPS treatment) 

cluster_1 cluster_2 cluster_3 … 
cluster_1 0.124 0 −0.738 … 

cluster_2 −0.032 0 −0.283 … 

cluster_3 −0.060 0 −0.197 … 

… … … … … 

Table 2. Cluster expression levels by time point (LPS treatment) 

Hour 3 Hour 72 Hour 75 … 
cluster_1 −1.486 0.034 −0.738 … 

cluster_3 1.686 0.500 1.573  

… … … … … 

 
In the agent-based model we have developed, the post-stroke gene-cluster network 

(hour 75, 3 hour post-stroke) provides the initial network state for the simulation. The 
expression values of the clusters in pre-stroke network (hour 72) provide the target 
“healthy” expression values that the clusters in the post-stroke network try to achieve. 
The objective of the simulation is to observe how the system behaves post-stroke in 
terms of forming regulatory gene networks that offer neuroprotection with reference 
to two treatments, LPS and CpG injection. 

At every simulation tick, each cluster whose expression value is different from the 
target “healthy” expression value, attempts to improve its expression value by 
selecting a cluster to link up to at random. If the new expression value for the cluster, 
calculated as shown in (1), is closer to the target expression value, then it is used to 
replace the old expression value for the cluster; otherwise, it is rejected. A steady state 
in the simulation is reached when either all clusters achieve their target “healthy” 
expression values, or when clusters can no longer improve their expression values by 
establishing new network connections. 

We used NetLogo [25] to implement the agent-based model that simulates the 
neuroprotective dynamics of the post-stroke regulatory network. Figure 2 provides a 
graphical description of the simulation environment with reference to the simulated 
LPS neuroprotective network dynamics. The left quadrant contains the clusters in the 
initial network state. The center quadrant represents the steady state of the cluster 
network that emerges through simulation. Shades of color from red to green indicate 
how close a cluster’s expression value is to the target expression value. Green 
indicates that the post-stroke and target clusters’ expression are the same. Red 
indicates that the post-stroke and target clusters’ expression are as far apart as they 
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2. Protein-protein interactions (PPI) were obtained from the Human Proteome 
Research Database (HPRD) [27], and identifiers were mapped to mouse 
using gene symbols giving 2974 edges between 1393 genes included in our 
model. Though some interactions identified in human may not be preserved 
in mouse, overall they are likely to be consistent across organisms [28]  

3. Known gene regulatory interactions (Reg) were obtained from the Molecular 
Signatures Database [29] giving 1895 edges between 570 genes in our model 

4. Functional interactions derived from computational integration of multiple 
data source (Functional) were obtained from high-confidence (score > 0.5) 
interactions made by MouseNet [30] giving 2307 edges between 1023 genes 
in our model. 

For each cluster in our model, we determined the number of known interactions 
(i.e. those attested in the four databases described above) between a gene/gene 
product in the cluster and genes in each of the other clusters. We used the network 
model derived through the Inferelator algorithm discussed in section 3 (ODE Model) 
as baseline. The results of this evaluation are shown in Table 3. 

We run 30 different simulations with the agent-based model (ABM) described in 
section 4 using different random seeds so as to maximize the difference across 
simulation results, and counted the number of times an edge was found between two 
clusters in all the simulated networks. The model was considered to have a valid edge 
between two clusters if it occurred in 25 or more simulations. To determine a p-value 
for the interactions, we counted interactions gathered by randomizing the known 
edges for each external interaction dataset 1000 times – for undirected edges (HPRD 
and MouseNet), relationships were counted for both directions. For each interaction 
dataset, those cluster-to-cluster relationships with a p-value of less than 0.05 were 
considered to be true positive (TP) matches if there was a corresponding edge in our 
inferred model, and false positive (FP) matches otherwise. If the p-value was greater 
than 0.05 and there was no matching inferred edge, we would count a true negative 
(TN) match; we would count a false negative (FN) match otherwise. Accuracy was 
calculated as shown in (5).  

ݕܿܽݎݑܿܿܽ ൌ ܶܲ ൅ ܶܰܶܲ ൅ ܶܰ ൅ ܲܨ ൅  ܰܨ
(5) 

As shown in Table 3, the results of this evaluation show that the ABM regulatory 
network models for LPS and CpG are well supported by all independent interaction 
data sources, and yield a better match than the network model derived through the 
Inferalator algorithm (ODE model). The overlap between inferred and independently 
documented gene-to-gene links ranges from 67.9% 80.6%. However, if we combine 
results across each interaction dataset by counting a match as a true positive or true 
negative if it was validated by any interaction dataset, the combined accuracy is 
around 90% for both the inferred LPS and CpG models. The number of edges in each 
of these models at this threshold (considering 25 or more occurrences as an edge) was 
less than half that in the ODE-based model. This is because using the ABM results we 
were able to filter the edges based on confidence, as determined by frequency. This 
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indicates that the ABM is producing accurate interactions, and that the more 
frequently an edge is seen across simulations, the more accurate it is. 

Table 3. Validation of cluster-to-cluster interactions from simulated regulatory networks 
through comparison with independent data sources. The network model derived through the 
Inferalator algorithm (ODE Model) serves as baseline. 

Datasets 
ODE Model 
(baseline) 

Agent-Based 
Model for LPS 

Agent-Based 
Model for CpG 

1. CHIP 60.9% 80.6% 79.5% 
2. PPI 66.8% 73.1% 74.2% 
3. Reg 64.3% 69.0% 67.9% 
4. Functional 64.3% 75.6% 76.7% 

1-4 82.0% 90.0% 89.8% 
Number of network edges 133 50 58 

6 Conclusions 

The methodology we have described in this paper provides the first step towards using 
the notion of emergence to model regulatory gene networks. The ensuing approach can 
be used to uncover novel therapies for a variety of diseases by simulating how 
protective pathways may endogenously form from a preconditioning stimulus. The 
specific embodiment presented shows how neuroprotective pathways emerge from 
preconditioning treatment with LPS and CpG by letting gene clusters search and 
establish links that maximize proximity to the expression level of a healthy organism. 
Due to the self-organizational dynamics of the emergent approach to modeling, there are 
potentially many ways in which neuroprotective regulatory networks may emerge. 
Therefore, different simulation runs with the same cluster-to-cluster weights, and 
clusters target and initial expression levels is likely to output different networks. For 
example, alternative steady states resulting from the same simulation setup shown in 
Figure 2 may have less/more and different connections, as shown in Figure 7. This 
variety is of great potential interest in understanding how differently the organism may 
respond to the same treatment in order to overcome disease. 

 
Fig. 7. Alternative simulations of LPS neuroprotective regulatory network 
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