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Abstract. Real-time recognition of human facial expressions and their
transfer and use in software is now established and can be found in
a variety of computer applications. Most solutions, however, do not
focus on facial recognition to be used in combination with wearing a
head-mounted display. In these cases, the face is partially obscured,
and approaches that assume a fully visible face are not applicable. To
overcome this limitation, we present a systematic approach that covers
the entire pipeline from facial expression recognition using RGB images
to real-time facial animation of avatars based on blendshapes for vir-
tual reality applications. To achieve this, we (a) developed a three-stage
machine learning pipeline to recognize mouth areas, extract anthropo-
logical landmarks, and detect facial muscle activations and (b) created a
realistic avatar using photogrammetry, 3D modeling, and applied blend-
shapes that closely follow the facial action coding system (FACS). This
provides an interface to our facial expression recognition system, but also
allows other blendshape-oriented approaches to work with our avatar.
Our facial expression recognition system performed well on common met-
rics and under real-time testing. Jitter and the detection or approxima-
tion of upper face facial features, however, are still an issue that needs
to be addressed.
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1 Introduction

Human facial expressions are a crucial aspect of nonverbal communication and a
way of displaying emotions that are continuously interpreted by interlocutors [1].
As communication becomes increasingly computer-mediated for a variety of rea-
sons (e.g., COVID-19, reduced traveling time), methods to overcome the limita-
tions of 2D video conferencing are required. For instance, such systems cannot
provide eye contact or transfer proxemic information. VR-mediated communi-
cation relying on 3D scans of the participants (e.g., as point clouds or voxels)
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or represented as animated avatars is able to overcome the aforementioned lim-
itations. Both forms of representation should be able to convey human social
signals of any kind in the virtual world in the same way that real people other-
wise do in reality. In current applications, however, such as social VR platforms
that provide a shared virtual space where people are represented by avatars or
3D scans, this goal is far from being achieved due to current limitations [2,3].

One reason for this is the lack of visualization of realistic facial expressions
on an avatar’s face in VR, which has several causes that could lead to inaccurate
results and might cause the character to fall into the uncanny valley [2]. A
key problem here is that current imaging techniques cannot correctly sense the
upper face because it is occluded by the head-mounted display (HMD). Another
problem lies in retargeting or mapping issues, as well as the individuality of
faces, which can also greatly affect the quality of avatar facial animation.

Although several approaches to this challenge have recently emerged,
RGB(D)-based real-time facial reconstruction for HMD users has not yet been
made available to a wide audience. There are several solutions that address the
problems on a component-by-component basis, but these components are usu-
ally not combined into a holistic system and often require complicated individ-
ual hardware installations. Hence, we present an approach that covers the entire
pipeline from face tracking to sophisticated avatar face rendering and animation
in HMD VR.

2 Related Work

Numerous commercial solutions1,2,3,4 and scientific approaches [4–6] have been
presented for capturing human body signals for various applications (e.g., avatar-
mediated communication) including the animation of an avatars face. However,
most of these approaches are not suitable for VR applications where large parts
of the face are occluded by an HMD, which prevents the use of common methods,
pre-trained neural networks, and commercial solutions. Moreover, these mostly
machine learning-based algorithms cannot be applied only to the lower face,
as they require full face recognition. Looking at the few existing sophisticated
approaches that address this problem, it is clear that facial expression recognition
still plays a niche role for HMD users. Only a few solutions address this challenge
in general and most of them are limited to the recognition of expressions of the
lower half of the face.

An early approach to facial expression tracking with retargeting in avatars
comes from Wei et al. in which facial features are recognized and a 3D face
model is animated using a dynamic inference algorithm and a transformation
of facial motion parameters into facial animation parameters [5]. Although their

1 https://developer.apple.com/augmented-reality/arkit/.
2 https://developers.google.com/ar/discover.
3 https://www.banuba.com/.
4 https://visagetechnologies.com/facetrack/.
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approach is quite old and does not address VR challenges (e.g., partially occluded
facial parts), the two main system components remain basically the same: real-
time image-based tracking of facial features and real-time generation of facial
expressions on a 3D facial model of the avatar.

Brito and Mitchell propose a method for reusing landmark datasets for real-
time face detection of HMD users and avatar animations [7]. Their method sep-
arates a given dataset into local regions for eyes and mouth, and then uses
different machine learning approaches for landmark extraction. Although this
system provides robust face tracking, facial regions that cannot be tracked by
optical systems remain unaddressed.

Hickson et al. developed a system for classifying facial expressions in VR
using eye-tracking cameras only. They used a CNN to classify 5 emotions and
10 facial action units. Their system achieved an F1 score of 0.73 for emotion and
0.68 for facial action unit detection [8]. However, their approach does not show
the level of muscle activation for the facial action units because their data only
included the presence or absence of activation of a specific muscle group and
therefore is not suitable for continuous avatar facial animations.

Just recently, HTC released the VIVE Facial Tracker5, one of the few com-
mercial solutions capable of capturing facial expressions from the lower half of
the face, providing an easy-to-use application for real-time animation of avatar
faces. The solution uses RGBD images and is calibrated for use with a VIVE
device, but also works with devices from other manufacturers. Approximate eye-
brow tracking is technically possible with the build-in camera for eye-tracking
(e.g., of a VIVE Pro Eye HMD), but achieves poor results in reality. Therefore,
VIVE face tracking remains a solution to provide lower facial expressions.

Lou et al. presented one of the few solutions to fully reconstruct realistic facial
expressions for VR HMD users [9]. They attached electromyography (EMG)
sensors to the frame of an HMD, tracked muscle movements, and then used
preprocessed EMG signals to reconstruct facial action units of the covered facial
regions. Common imaging techniques were used to track the lower face. Their
system achieved decent results by accurately assigning facial expressions to an
avatar. However, the system has two major drawbacks: it requires additional
hardware on each HMD frame and it cannot achieve real-time performance,
which prevents its applicability for avatar-mediated communication (AMC).

A closer look at the few existing approaches reveals that there is still a need
for research and development in this area to find a straightforward, real-time,
and robust solution for rendering facial expressions in HMD VR.

3 System Architecture

To overcome the challenges mentioned in related work, we developed a holistic
system that controls every aspect of the processing pipeline from the initial raw

5 https://www.vive.com/de/accessory/facial-tracker/.

https://www.vive.com/de/accessory/facial-tracker/
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image acquisition until the animation of the 3D face mesh (see Fig. 1). Our main
goal was to implement a solution through a simplified approach that does not
require complicated or costly additional hardware. Therefore, we decided to use
an ordinary RGB webcam and to keep our system flexible by loose coupling
of the individual components. Therefore, the approach can be simply adjusted
to different use cases and with different hardware setups. In general, our solu-
tion can be divided into two basic components as previously proposed by Wei
et al. [5]. The first component (Sect. 4) is responsible for real-time recognition
of facial expressions and their conversion into muscle activation values. The sec-
ond component (Sect. 5) involves the creation of a rigged avatar model whose
facial expressions are adjustable by morphing the facial geometry using blend-
shapes. The two components are connected via an interface adapted from the
facial expression recognition system (FACS) standard and thus allowing other
components to be compatible (e.g. the VIVE Facial Tracker).
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Fig. 1. Sketched architecture of the presented system. Adapted from the FACS stan-
dard an interface enables to animate our avatars face through BlendShape activation
based on data coming not only from our own solution, but also from different input
devices.

4 Sensing Lower Facial Expressions

Image processing and pattern recognition are typical approaches for detecting
and tracking facial features. In our approach, we use a standard RGB webcam
attached to the HMD with an action cam attachment. The captured RGB image
stream is then processed in different stages (mouth detection, anthropological
face landmark extraction, active appearance model calculation, and action unit
regression, see Fig. 1) using machine learning approaches to enable facial anima-
tion of avatars.
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All computations and algorithm training described in this section, as well as
the live test application, interfaces, etc., were implemented using Python 3.6,
with openCV 3.4.2 for image processing and rendering, numpy 1.14.2 for matrix
computations, and dlib 18.18, scikit-learn 0.20 and keras 2.2.2 for artificial neural
network model development and training.

Fig. 2. HTC Vive Pro Eye with a common RGB-Webcam attached

4.1 Datasets Used

For our supervised learning-based approach to avatar facial animations for HMD
users, we required multiple datasets including faces, labeled with anthropological
face landmarks (AFL), FACS, and classified emotions. All the required datasets
came in very different file structures, formats, and labeling styles, which meant
we had to homogenize the datasets in a first pre-processing step.

Anthropological Face Landmarks are a basic notation for describing facial
features in terms of x,y coordinates of relevant feature points of a face. There
exist different standards with different numbers of landmarks (detail levels) that
can be used to describe facial features. A common notation provides 68 land-
marks and is labeled in datasets such as iBug W-300 [10] or Kaggel’s Facial
Keypoints (68), which we merged and used as training data.

Facial Action Units are an integral part of the FACS, that describes acti-
vation of the different facial muscle groups and is commonly used as a basic
notation for labeled facial expression datasets and an implementation of avatar
facial animation with minor modifications (e.g. OpenFACS) [11,12]. There are
few dataset that have human portrait pictures labeled with action unit (AU) acti-
vation, such as FERA [13], DISFA [14], and FEAFA [4]. However, FERA and
DISFA lack information about AUs that could be symmetrically distinguished
(e.g., left/right mouth corner). In addition, AU intensity is only provided in five
discrete levels which made FEAFA the favored dataset for our consideration.
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Emotions can be described as a combination of the simultaneous activation
of AUs. Dataset that include pictured labeled with the matching emotion are
e.g. the CK+ [15] and the FACES [16] dataset. The FACES database provides a
wide age range of faces with different labeled expressions, making it well suited
for studying developmental and other research questions about emotions. We
decided to use the FACES dataset because of its variety in individuals and
better picture quality.

Although emotion recognition is not yet implemented in the current system,
it is still worth mentioning that the avatar we designed already meets all the
requirements for easy implementation in future work.

4.2 Augmentation of Training Data

Supervised training of a machine learning algorithm based on RGB data requires
datasets of training images. To train the different algorithms, different datasets
(see Table 2) were needed for the different processing stages (especially Stage 1
and Stage 2) and data augmentation. Since the learning algorithms are to be
used to recognize faces or parts of faces that are partially occluded by an HMD,
these HMDs must also already be included in the training images for this use
case (this is not required for development/debugging purposes where no HMD is
set up). Although the parts of the face that are not occluded should be detected,
the recognition of the mouth, for example, is more difficult if parts of the HMD
are still visible at the edge of this facial region. Thus, we used an approach
similar to Suresh et al. who used a dataset (Face Mask Detection Dataset6)
where face masks have been automatically added to non-masked faces and then
jointly recognized and classified [17]. We then automatically added an overlay
image showing a VIVE Pro HMD to all images from the target datasets (300-
W, Kaggle FK68), and then placed, scaled, and rotated it based on the given
68 landmark notations (see Fig. 3). An excerpt from the augmentation result is
depicted in Fig. 4.

Fig. 3. Augmentation process steps from raw training image to HMD augmented pic-
ture based on 68 landmark coding

6 https://www.kaggle.com/omkargurav/face-mask-dataset.

https://www.kaggle.com/omkargurav/face-mask-dataset
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4.3 Mouth Detection

The recognition of the mouth area is required for all further processing and
calculation steps. In particular, the accuracy of facial feature extraction (see
Sect. 4.4) is highly influenced by the precision of mouth detection. To recognize
the mouth within RGB images, we chose a common approach using a convo-
lutional neural network (CNN). First introduced by Simonyan and Zisserman,
the VGG16 network architecture has been very successful in large-scale image
and video recognition [18]. Since it has also proven successful in similar tasks for
estimating regions in images [19], we have adopted it in a slightly different con-
figuration. We flattened the last output layer of the VGG16 network and added
three dense layers and a four-unit output layer describing the normalized coor-
dinates of the bounding box of the bottom of the face and mouth, respectively
(see Fig. 5). We trained the network (VGG16 layers freezed) based on 10.300 of
our preprocessed annotated images derived from the 300-W and FK68 datasets
with a train/test split of 70% training, 20% validation and 10% test data using
mean squared error (MSE) as loss function and adaptive moment estimation
(ADAM) optimization.

Fig. 4. Excerpt of training images augmented with HMD

4.4 Facial Landmark Extraction

Object detection based on the histogram of gradients (HoG) is a popular com-
puter vision method for detecting semi-rigid objects and has gained acceptance
in the field of face analysis. Dlib’s solution, which integrates an HoG detector,
can represent both appearance and shape information [20]. Dlib also offers easy
implementation of predicting facial landmarks using an ensemble of regression
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Fig. 5. Structure and parameters auf the network used for bounding box prediction of
the lower facial area

trees (ERT) in an image and provides real-time high-quality predictions that
perform better than other approaches, such as CNNs. Therefore, we used its
shape predictor, which takes an image region containing an object and outputs
a set of point positions that define the pose of the object, in our case the AFLs
of the mouth, the bottom jaw, and the tip of the nose. Before training our shape
predictor, we first applied our trained mouth detection algorithm to our con-
catenated and preprocessed training set (10,300 images) to identify the mouth
region.

Moreover, it was required to crop the 68 AFLs (representing the entire face)
to represent only the mouth region. For this reason, we reduced the landmarks to
the lower part of the jaw (landmarks 3–14), the lower part of the nose (landmarks
30–36), and the mouth (landmarks 48–68), resulting in a total of 37 AFLs.

We then trained the shape predictor (tree depth: 5, cascade depth: 25, feature
pool size: 400, oversampling amount: 5, jitter correction: 0.1) with the cropped
images from the datasets 300-W and FK68.

4.5 Face Muscle Activation

There have been several approaches to animate avatar faces that estimate facial
muscle activation [4,21,22]. Facial muscle activation can be normalized and retar-
geted to a 3D model to modify its blendshapes for facial morphological changes.
Based on the detected landmarks (see Sect. 4.4), we created an active appearance
model (AMM) [23]. The approach utilizing an AMM is varying from the original
approach of Yan et al. who have created the FEAFA-A dataset for avatar facial
animation. However, as the dataset includes faces of Asian ethnicity only it was
required to find a more abstract representation to be used with faces of other
ethnicities before training. Thus, we used an AMM consisting of eight polygons
to describe the lower face region and its facial features (Fig. 6). Using this AMM
for AU detection required us to process the FEAFA-A dataset by applying our
mouth detection and facial landmark extraction algorithm on every image. Then,
the new dataset used for training was created by calculating the values describ-
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ing polygons of the AMM for each image. To train the algorithm, these polygons
are represented as a flattened input feature vector of size 86 containing the nor-
malized vectors representing each polygon. To measure facial muscle activation
we used a different deep learning approach. For this approach, we had created
our own AU mapping based on the FACS standard with slight modifications (see
Table 1) as output. In addition, we had to subdivide some of the FACS AUs into
separate units because it is required to be able to detect asymmetric movements
of the mouth (e.g., left/right lip corners). As a network model, we used a sim-
ple 3-dense-layer fully connected artificial neural network with 86 input units
(flattened polygon vectors) and 14 output units (AU activation predictions).

Fig. 6. Our AMM consisting of 8 polygons (43 2-dimensional vectors) created based
on 37 AFLs recognized as basis for AU recognition algorithm training. The AMM was
developed experimentally according to observational experience with regard on the
anatomy of the facial musculature.

We trained our network based on 99,300 training examples from the prepro-
cessed FEAFA-A dataset in a train/test split of 70% training, 20% validation
and 10% test data using mean squared error (MSE) as loss function and adaptive
moment estimation (ADAM) optimization.

5 Avatar Animation

Talking avatars using various facial animation techniques are ubiquitous in var-
ious media [6]. Approaches such as physics-based facial modeling and animation
promise sophisticated results by taking into account potential energies and phys-
ical interaction of passive flesh, active muscles, rigid bone structure, etc., which
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Table 1. Recognized action units of the lower face and the corresponding FACS AUs
respectively ADs. Additionally, our AU2 - AU9 subdivide the original FACS into two
distinct AUs.

AU Our definition Original FACS AU Our definition Original FACS

1 Jaw drop AU26 jaw drop 8 Upper lip suck AU28 lip suck

2 Jaw slide left AD30 jaw sideways 9 Lower lip suck AU28 lip suck

3 Jaw slide right AD30 jaw sideways 10 Jaw thrust AD29 jaw thrust

4 Left lip corner pull AU12 lip corner P. 11 Upper lip raise AU10 upper lip raiser

5 Right lip corner pull AU12 lip corner P. 12 Lower lip depress AU16 lower lip Dep.

6 Left lip corner Str. AU20 lip stretcher 13 Chin raise AU17 chin raiser

7 Right lip corner Str. AU20 lip stretcher 14 Lip pucker AU18 lip pucker

offers the potential to compensate for the unnatural morphological deforma-
tions caused by HMDs [24]. However, the blendshape-based animation approach
has become the most popular and is currently the leading approach for realis-
tic facial animation [25]. This approach requires the development of a facial rig
model for a 3D avatar, which is time-intensive but also provides great control
over the various facial animations. For the creation of blendshapes, the FACS
also provides a good standard and guidance. Even though the FACS are not
equivalent to the required blendshapes for facial animation, a general reference,
a standardized interface, and decoupling to the detection techniques are pro-
vided. Therefore, our approach to avatar facial animation allows the use of the
methodology described in Sect. 4, but can also be used in conjunction with other,
e.g., commercial systems (Fig. 1).

There are a variety of commercial rigged avatars, but our approach has spe-
cific rigging/blendshaps and interface requirements, so we created a new avatar
from scratch. We used various tools and techniques for sophisticated avatar cre-
ation and implemented our final avatar including logic and interface in Unreal
Engine 4.26 for rendering, applying, testing, and created a heads-up display
(HUD) for monitoring and control.

5.1 Face Modeling

To create a realistic avatar face for self-representation, 3D scanning methods are
crucial to achieve the most realistic results. For our face scan, we used Reality
Capture7, one of the leading photogrammetry tools that can quickly and easily
create a 3D model and export both textures and polypaint. We then created a
character base mesh, unwrapped the character model, and created UV maps. To
match the base mesh with the created scan model, we projected the character
base mesh onto the scan in Zbrush8. Then we adjusted the base mesh, subdivided
it, and projected it again. This procedure was done until the base mesh was

7 https://www.capturingreality.com/.
8 http://pixologic.com/features/about-zbrush.php.

https://www.capturingreality.com/
http://pixologic.com/features/about-zbrush.php
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identical to the scan, or until all the details we wanted to project onto the base
mesh were transferred. The resulting character base mesh consists of 32k vertices,
of which almost 12k are for the head area, which is in line with today’s general
game engine recommendation for a character with a poly count of about 10k–
100k. In this step, we also transferred the polypaint to the base mesh, which could
later be used to create a colormap texture. For texturing, we used skin materials
(physical-based rendering) based on the Digital Human Materials offered by Epic
Games. For the creation of hair, we used an approach that adapts the method
introduced by d’Eon et al., a reflection model for dielectric cylinders that has
high fidelity for rough surfaces such as human hair fibers [26].

5.2 Rigging/Blendshapes

Since our approach is oriented on FACS-based blendshape, we started with Facit-
BlendShapes as a basis. However, only a few of the base models BlendShapes
are used for further development. The majority had to be created completely
from scratch by hand. The character control rig was created using the Blender
addon Auto-Rig-Pro. All weight painting had to be done by hand to achieve
good deformation results. The face area itself has no weight painting, as all
face movements are controlled by the BlendShapes. For detailed facial features
additional shape keys have been introduced to the avatar model. The bones
created for the FACS emotions are only visual bones that have no influence on
the mesh itself and only activate the corresponding BlendShapes via drivers.

5.3 Calibration

Since each face to be tracked has its individual characteristics, more accurate
results can be provided by calibrating the blendshape model for each user. There-
fore, we have provided various modifiers to adjust the blendshape weights as well
as maximum and extreme value constraints. Depending on the input device for
the blendshape control, remap curves, size curves, or just manual adjustments
of the float values can be used for calibration and fine-tuning.

6 Results

Under the composition of the two main components, we were able to test the
overall system and its substructures individually and also the interplay in real-
time. The recognition part can be quantified in numbers as well as being eval-
uated in real-time tests and observations. Table 2 shows the accuracy of the
trained algorithms with the respective metrics. The trained network in Stage 1
for recognition of the lower face area achieved an intersection over union (IoU) of
0.91. The shape predictor trained in Stage 2 achieved an MAE of 0.52. Training
of the face muscle recognition algorithm in Stage 3 resulted in an MSE of 0.015
for the network whereas AU3 Jaw Slide Right was most precise (MSE: 0.009)
and AU14 Lip Pucker was most unprecise (MSE: 0.02).
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Table 2. Machine learning pipeline, key figures and results

Stage 1 Stage 2 Stage 3

Purpose Mouth recognition Landmark extraction Face muscle activation

Dataset 300-Wa, Kaggle FK68b 300-W, Kaggle FK68 FEAFA-Ac

Algorithm VGG16 + BBR HOG + ERT FC Neural network

Input RGB-Image RGB-Image AMM

Output RGB-Image AFLs FACS AUs

Metrics IoU MAE MSE

Result 0.91 0.52 0.015
a https://ibug.doc.ic.ac.uk/resources/300-W/
b https://www.kaggle.com/tarunkr/facial-keypoints-68-dataset
c https://www.iiplab.net/feafa/

The results of the avatar creation (Fig. 7), rendered in real-time by the Unreal
Engine show a high degree of natural fidelity. Figure 8 shows the interaction of
the tracking (incl. rendering the lower face bounding-box, AFLs, and AMM)
and the avatar components and thus the corresponding facial expression of the
avatar with that of the tracked person face.

Fig. 7. “In game” screenshots of our photogrammetry scan based and rigged avatar
model rendered with Unreal Engine 4.26.

https://ibug.doc.ic.ac.uk/resources/300-W/
https://www.kaggle.com/tarunkr/facial-keypoints-68-dataset
https://www.iiplab.net/feafa/
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Fig. 8. Examples for FACS AUs activation (Real-time experts) of the lower face. For
each of the 4 divisions it is showing: (Left) The computed AU activation as a result of
our machine learning pipeling. (Middle) Real-time facial scan displaying mouth- and
AFL detection and AMM. (Right) The resulting animated avatar facial expression.
Considering the AU activation numbers, it is visible, that the neutral facial expression
(top-left) shows almost no activation (all values close to 0). In the top-right picture
the “jaw drop”, “upper lip raise” and “lower lip depress” AUs are activated. The
angry facial expression (bottom-left) causes only the “upper lip raise” and “lower lip
depress” AUs to be activated while the bottom-right picture shows slight activation of
the interacting AUs “lip corner pull/stretch”, “upper lip raise” and “lower lip depress”.

7 Conclusion

In this paper, we suggested another approach to visualize authentic facial expres-
sions to be used in combination with wearing an HMD. We established a three-
stage process (mouth detection, anthropological face landmark extraction, and
action unit prediction) using artificial neural networks and machine learning.
We created an avatar based on photogrammetry data that offers blendshape
animation that has been created following the FACS standard and can be thus
animated by the predicted AU values coming from our last stage of the trained
neural networks in real-time via an interface. An application containing our
avatar model was created using the Unreal Engine, which is loosely coupled
and thus can receive data from different hardware (our own or third-party) to
animate the avatar’s face in real-time according to the tracked individual facial
expressions.

Although the concept works in its entirety, there are some limitations. Error
accumulation across the three stages of facial expression recognition often leads
to a significant jitter effect and thus a loss of quality. Here, it is important to
keep in mind that our AMM was created based on trials and thus was created
relatively arbitrarily. Also, no hyperparameter optimization for the networks
was included what could further reduce the jitter effect. Also, the implemen-
tation of a jitter correction (e.g. Kalman filter) could show improvement here.
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Furthermore, it has to be considered that the FEAFA-A data set contains only
Asian faces which may cause a significant bias for faces of other ethnicities. A
general comparison of our approach compared with commercial ones shows still
major quality differences, however, it is to mention that our model is purely
based RGB data in contrast to others that also use a depth channel. Further-
more, we must state that the current version of the Unreal Engine has a known
bug considering our applied hair rendering technique in VR, which is why other
low-quality hair rendering techniques have to be used in this context.

However, although there are still challenges to address, key figures and the
final testing results show that the concept of our approach generally works suc-
cessfully and is worth being further developed.

8 Future Work

Improving the robustness and accuracy of our machine learning pipeline for facial
expression recognition is a high priority in our future work, as all further progress
depends on it. Thus, hyperparameter-optimization and AMM adjustments, as
well as jitter reduction, have to be addressed. Furthermore, we want to take
animation of the upper facial expressions into account as we already met all
preconditions for emotion detection based on the mouth area. According to Blais
et al. the mouth area is the most important cue for both dynamic and static
facial expressions [27]. Guarnera et al. compared the ability to recognize emotions
from the eye and mouth area in children and adults. Their data shows, that some
basic emotions (disgust, happiness, surprise, and neutral) can be decoded just by
having information about the mouth area while other emotions (anger, sadness,
fear) require information about the eyes [28]. An approach to emotion recognition
using imaging techniques and restricting the information to the mouth area was
made by Biondi et al. [29]. They trained a CNN to classify happiness, disgust, and
neutral facial expressions and achieve precise results. We want to train another
artificial neural network that uses the output values (AU activation) of stage 3
(Subsect. 4.5) as an input vector to classify emotions. Additional investigation
is needed to determine whether emotion recognition based on image data can
produce more accurate results than based on AU or AFL input data [30]. In a
natural facial expression (not a grimace), the activation of the lower and upper
facial muscles is usually activated in unison, resulting in the representation of a
recognizable, believable emotion. Thus, in our future work, we plan a derivation
of the upper facial expression based on information about the lower which seems
legitimate even if it does not represent reality. A major point missing furthermore
is the classification of the missing emotions (sadness, anger, fear). An approach to
this challenge can be to consider more relevant tracking data from the available
sensors in a virtual world. It has been shown, that especially sadness and fear can
be estimated from the body posture. As body posture data is mostly available
through tracking systems in VR, this may be an approach considered to form
a more holistic system. The final goal should be to detect and map the human
facial expressions as realistic as possible to be even able to use this representation
for interpretation in the field of human studies as no real image can be taken
from participants wearing an HMD [31].
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