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Abstract. Personal data is multimodal, as it is represented by various
types of data - tabular data, images, text data. In this regard, the genera-
tion of synthetic personal data requires a large number of interconnected
datasets, but it is often very difficult to collect tabular data, images or
texts for the same people. The problem of having interconnected datasets
can be solved by separating the models to generate each type of data
and combining them into a single model pipeline. This paper presents a
multimodal approach to generating synthetic personal data of a social
network user, which allows generating socio-demographic information in
the user’s profile (tabular data), an image of the user’s avatar and con-
tent images that correlates with the user’s interests. The multimodal
approach is based on the combined use of Bayesian networks, generative
adversarial networks and discriminative model. This approach, due to
the independent training of models, allows us to solve the problem of
the presence of interconnected data sets (info + photos) and can also be
used for example to anonymize medical data. A quantitative assessment
shows that the obtained synthetic profiles are quite plausible.

Keywords: Synthetic personal data · Bayesian networks · Generative
adversarial networks · Multimodal approach · Classification models

1 Introduction

Dataset availability is a critical factor in the development of artificial intelli-
gence and machine learning projects. More broadly, data is needed to train and
test machine learning models and evaluate already developed applications. The
McKinsey Global Institute points out that data access is one of the main chal-
lenges hindering the ubiquity of machine learning projects [6]. Deloitte’s analysis
showed that data access problems are among the top three problems that compa-
nies face when implementing artificial intelligence projects [13]. If we are talking
about personal data, then the main reason for the inaccessibility of such data is
the presence of confidentiality restrictions.

c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2022

Published by Springer Nature Switzerland AG 2022. All Rights Reserved

T. Hara and H. Yamaguchi (Eds.): MobiQuitous 2021, LNICST 419, pp. 847–859, 2022.

https://doi.org/10.1007/978-3-030-94822-1_55

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-94822-1_55&domain=pdf
https://doi.org/10.1007/978-3-030-94822-1_55


848 I. Deeva et al.

For example, medical data also contains personal information. In this case,
we are talking about the need to anonymise data. Many companies facing these
challenges prefer to use open-source datasets. However, the main drawback of
such datasets is the lack of diversity and the specificity of the composition, which
is associated with the task for which the dataset was collected. Data synthesis can
solve the problems listed above and enable analysts to work with diverse and
realistic data. Synthetic data is not personal data, which means that privacy
restrictions do not apply to them.

Since personal data often contain different types of data, such as tabular data
and images, it is multimodal (Fig. 1). And in this case, to train the generation
model, you need interconnected data, which is rather difficult to collect. This
article presents an approach that combines multiple models to generate each
data type. The main advantage of this approach is that each model is trained
separately on its own set of data, and their combination allows, as a result, to
obtain synthetic multimodal data. In the article, all experiments were carried
out on the example of generating a user profile of a social network, however, this
approach can be extended to any area.

Socio-demographic 
data

Age
Gender
Education
Interests ...

Avatar Bio data

Content images

Fig. 1. Personal profile as a multimodal object for generation.

2 Related Work

This section presents existing approaches for modelling and generating synthetic
quantitative and categorical variables and synthetic images.

Personal data generation and further analysis of its properties have long
been used in many industries, such as modelling the dynamics of transmission
of infectious diseases in American Samoa [28], modelling demographics of house-
holds [10], building and testing information discovery systems [17], modelling the
behaviour of social media users [23], etc. However, to create synthetic profiles
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of people, it is required to generate not only socio-demographic data but also
graphic data (an image of a person, pictures of interest).

Various algorithms and methods have been proposed over the past 20 years
to generate synthetic population. Standard techniques for synthetic data gener-
ation methods can be divided into two categories, corresponding to two different
approaches: the first, called Synthetic Reconstruction (SR), aims to create a
vector of traits for each entity [27]. The second method, called Combinatorial
Optimization (CO), consists of duplicating known real individual data records
[26]. Also, there are other proposed methods as Copula-Based Population Gen-
eration, which used to understand the dependency structures among different
distributions [14]. Bayesian networks are also one of the methods for generating
synthetic data and are used to generate synthetic personal data [8]. However, all
of the above approaches generate only distributions of numerical data.

Synthetic images generation is one of the most rapidly developing areas.
Depending on the architecture, auxiliary image data, there are different kinds of
generators. Additional information for generation may serve noise, conditional
data (such as classes), text or another image. Bright representative of image gen-
erator from noise is Generative Adversarial Network (GAN) [11]. It consists of
two competitive networks, Generator and Discriminator, where Generator objec-
tive is to output realistic images trying to fool Discriminator. Incorporating side
information into the process of generation, researchers came up with Conditional
GAN (CGAN) [18]. Depending on the scheme of how additional information fed
into models, the architectures like ACGAN [20], cGANs with Projection Discrim-
inator [19] were proposed. The class of models for Image-to-Image generation,
which could be used for a generation and Variational Autoencoders (VAE) [16].
VAEs work differently because their objective is to generate such images which
distributed as close as possible to the distribution of real images. Indeed, pure
generative models still suffering from different kinds of artefacts and occlusions
and sometimes cannot deal with complex conditions. For that case, discrimina-
tive models have to be used. The new generation of ones utilizes an unsupervised
approach for the task, called zero-shot classification. An example of such a model
is CLIP [21], where there is an opportunity to map images and texts into the
same dimensions, resulting from the probability distribution of the image’s cap-
tion being described by the text.

The difficulty is the generation of cross-modal profiles, in which data with
different nature are aggregated (for example, posts and photos on social net-
works, demographic data). In [15], approaches based on autoencoders for the
simultaneous generation of text and images, or the restoration of missing parts,
are proposed. However, such an approach requires many associated tagged data,
which is not always available, especially if we try to generate faces and socio-
demographic information. Our approach, based on combining Bayesian networks
for generating socio-demographic information, GANs for generating a portrait
and a zero-shot classification model for getting the content images, allows us to
train each model on each dataset separately. Also, such a separation will enable
you to get rid of a significant bias in the data when, for example, a portrait of
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a black person is not generated for the characteristics of a person with higher
education. The segregated training that we offer is free from such mistakes. And
as you know, the tolerance of artificial intelligence is a big problem [29,30].

3 Method

The multimodal method for generating synthetic personal data consists of the
sequential use of three models: Bayesian network, InterFaceGAN and classifier
model.

3.1 Tabular Data Generation Model

A Bayesian network is used to generate socio-demographic data. Bayesian net-
work is an oriented probabilistic model that allows you to reduce the size of
the original multidimensional data due to the rule of conditional independence.
Thus, having a set of real data, you can train a Bayesian network on them and
generate synthetic data by sampling from the trained network. The simplest
algorithm for learning the structure of a network is the greedy Hill-Climbing
algorithm, the essence of which is to find a structure that maximizes the scoring
function [5,9]. The likelihood or, for example, the K2 function [7] can be chosen
as a score function. For learning the parameters of distributions at network nodes
in the presence of both continuous data and discrete data, it is common practice
to discretize continuous data, but this leads to information loss. In our previous
studies [4], we investigated a way to learn distribution parameters in nodes on
mixed data without discretization by using conditional Gaussian distributions.
Therefore, it does not result in a loss of quality and will be used in this study.
Forward sampling from the Bayesian network is used to generate synthetic data
[12].

3.2 Faces Images Generation Model

To generate a synthetic personality portrait, it was necessary to take into account
the fact that the appearance of a synthetic personality must be combined with
the generated biographical data. Therefore generation strategy was taken from
InterFaceGAN [24], i.e. images were generated in an unconditional manner from
noise, then passed to auxiliary classifiers (Fig. 2). In our case, the classification of
portraits by gender, age and ethnicity was chosen, since it is these characteristics
that most clearly define a person’s appearance. These classifiers were trained
with Logistic Regression on top of the embeddings. Embeddings retrieved using
Dlib [2] package on UTKFace dataset [3]. The dataset consists of 20k face images
in the wild with all needed parameters labelled.
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3.3 Content Images Generation Model

Except for the portrait images, it is natural for users to post ones of nature,
pets, cars etc. Indeed, the distribution of topics of such images is complex and
described by various social environments and circumstances. For simplicity, we
decided to condition content images entirely on topics of user’s interest. That
is shown in Fig. 3, where keywords taken from the top 3 most probable topics
of user interest, then mentioned keywords have to be pre-processed, following
recommendations from [21] and added one placeholder class whose aim is to
spread the probabilities and make filtering more granular. Coupling with source
images from [1], they passed to CLIP [21] model, resulting in “conjugate” matrix,
where elements correspond to probability image having concrete text description.
This approach rather filtering and discriminative than generative. Nevertheless,
it works in an unsupervised manner and grants flexibility and trustworthiness;
in this case, some of the topics’ keywords might change. We recalculate text
embeddings and get a new resulting matrix.

Auxiliary classifiersNoise Generator Image

GAN

Check if parameters satisfied

Fig. 2. Conditional image generation pipeline.

Interests' key-words

•car, cars, sale, tires
•film, series, cinema, genre'
•beauty, hair, manicure, salon

Preprocessed context
 key-words

•This is a photo of car,
cars, sale, tires
 •This is a photo of 
film, series, cinema

Source images

Zero-shot classificator

CLIP trained model

Fig. 3. Profile content images generation pipeline.

3.4 Multimodal Data Generation approach

The proposed multimodal method consists of sequentially running the following
steps:
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1. A user sets the criteria for a synthetic personality (age and gender). If the
criteria are not set, then random personality will be generated;

2. The function of sampling from the Bayesian network is started with the
parameters set at the first step;

3. The name (ethnicity) is randomly assigned to the generated personal data;
4. The generated synthetic personal data is fed to the GAN input, which gen-

erates a portrait for each synthetic personality;
5. A textual description of the first most likely interests of a person is fed to the

input of the classifier model, and three pictures are selected for the synthetic
profile;

6. The result is displayed as an example of synthetic profiles.

The main advantage of this approach is that each pipeline model can be
trained separately on its own data, which does not require the presence of an
associated dataset (information + images). Also, the peculiarity of the method is
that information about the user is generated separately, and in this generation,
there is no link to nationality since the node with the ethnicity is not connected
with the rest of the nodes of the Bayesian network. This was done so that the
resulting profiles were more diverse; for example, there was a sufficient number
of black people with higher education. In this way, we try to reproduce rare
combinations of characteristics in sufficient numbers to increase diversity. The
model for generating faces is also trained on its face database. Such independent
learning allows us to generate a portrait of a synthetic person that is not subject
to bias that occurs in interconnected datasets (for example, where only white
people have profiles of people with higher education). Figure 4 illustrates the
general scheme of the developed service for generating synthetic personal data,
which implements the described method.

Input from user Attributes generation by 
BN

-Gender
-Age

Avatars generation

-Init GAN
-Generation
-Post-process of images-Education

-Marital

- Init BN
- Sample BN
- Post-process of sample

Image of a person

Display results

- Get synth data
- Draw html pages with 
profiles
-Return pages to user

-Age
-Gender

Name/Ethnicity

User

Interests
Content images generation

-Init CLIP model
-Get images

Content images

Fig. 4. Pipeline of the service for generating multimodal synthetic personal data.
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4 Experiments Results

4.1 Generating Common Datasets

A Bayesian network was first learned on data from a social network. The dataset
has 30000 users. Such fields as name, gender, age, higher education, marital
status and vector of interests were allocated for experiments. User interests were
obtained using the Additive regularization model for topic modelling process
(ARTM), and its program implementation BigARTM for Python programming
language, running on user subscriptions (groups) [22,25]. In total, 26 different
interests were identified, which are described by keywords (5–10 words for each
interest). It should be noted that now the interests are highlighted and generated
in their raw form, that is, in the form of keywords that describe them. This is
necessary for the further development of the profile since the generation of media
content of a synthetic user will be added, which will rely on the vector of interests
that is now obtained.

Figure 5 shows the structure of the resulting Bayesian network, which was
used for tabular data generation. Figure 6, Fig. 7 and Fig. 8 illustrate the results
of generating synthetic data in comparison with real data.

Name Marital 
status

Top1
interest

Top2
interest

Top3
interest

Age

Gender

High 
edu

Fig. 5. Bayesian network structure.

The quality of the obtained synthetic data was assessed through the accuracy
of the classifier model. A logistic regression model was trained on data where half
was real data (labelled “1”), and a half was synthetic data (labelled “0”). Then
the accuracy was checked on a test sample and showed the value of the ROC-
AUC metric equal to 0.49. This suggests that the classifier does not distinguish
between real and synthetic data, which means they are quite similar.

Then, three fields from the synthetic dataset (age, gender, name) are passed
to the face generator’s input. The accuracy of face generation by input char-
acteristics has been measured. Table 1 shows the quality of persons’ generation
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(a) (b)

Fig. 6. Comparison of marginal distributions of the original data and synthetic data
for age and sex.

(a) (b)

Fig. 7. Comparison of marginal distributions of the original data and synthetic data
for education and top1 interests.

(a) (b)

Fig. 8. Correlation matrices based on real data (a) and synthetic data (b).
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according to the given characteristics of ethnicity (determined by name), age and
gender. Also, a textual description of the first three most likely interests was sub-
mitted to the input of the discriminator model, and three pictures suitable for
the topic were selected.

Table 1. Accuracy score for faces generation task.

Attribute Precision Recall F1-score

Generation by ethnicity

White 0.86 0.92 0.89

Black 0.89 0.9 0.89

Asian 0.91 0.95 0.93

Indian 0.74 0.8 0.77

Generation by age

Teen (15–20) 0.9 0.83 0.87

Adult (21–45) 0.85 0.91 0.88

Old (46–90) 0.84 0.77 0.8

Generation by gender

Male 0.93 0.93 0.93

Female 0.93 0.93 0.93

Examples of the obtained synthetic profiles are shown in Fig. 9, Fig. 10 and
Fig. 11. The profile displays a synthetic portrait, socio-demographic information,
interests and content images.

To assess the credibility of the resulting profiles, we surveyed 80 random
people. People were given ten synthetic profiles and estimated whether they
believe that this profile belongs to a real person. As a result, 70% of people
believed in the reality of the shown synthetic profiles.

(a) (b)

Fig. 9. Examples of synthetic profiles of people with different characteristics (women).
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4.2 Generation of Specific Populations

To test the possibility of generating by our service not only common datasets but
also populations of people, combined according to a number of characteristics,
the following experiments were carried out. At first, users were identified by
marital status. From the entire dataset, people with the marital status “married”
were selected, then the distribution of the “top 1 interest” for this group of
people was built. To generate synthetic data for people with this marital status,
the “relation” node was initialized to “married” and sampled. Figure 12a shows
the distribution of the “top 1 interest” field for real data and sampling. It can
be seen that for this group of people, the most likely interest is interest with
code 18 - ‘school, education, question, topic’, which is also reproduced in the
synthetic dataset.

An experiment was also conducted to generate data for a specific gender
group. All women were selected from the dataset, and the distribution of the
“top 3 interest” parameter was built for them. Then, on the network, the gender
node was initialized to “female”, and sampling was performed. The figure shows
a comparison of the resulting interests. It can be seen in Fig. 12b that in real data

(a) (b)

Fig. 10. Examples of synthetic profiles of people with different characteristics (men).

(a) (b)

Fig. 11. Examples of synthetic profiles of people with different ethnitics.
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Fig. 12. Distribution of real and synthetic data for two social groups. a - distribution
for top1 interest for married people. b - distribution for top3 interest for women.

for the gender group “women”, the most probable value of the “top 3 interest”
field is the interest with the code 0 - ‘beauty, hair, manicure, salon’, which is
reproduced in the synthetic data.

5 Conclusion

This paper presented a multimodal approach for generating synthetic personal
data. The method based on the joint use of Bayesian networks, GANs and classi-
fication model allows independent training of models, which solves the problems
of the presence of associated marked datasets (for example, biographical data +
photos), and also increases the variety of the resulting profiles, since the inco-
herence of the datasets on which the models are trained is deprived bias and
can generate a variety of profiles. Accuracy measurements have shown that the
resulting profiles are quite believable. Experiments also show that such an app-
roach can be used to model data from certain social groups. In the future, it
is planned to add additional fields characterizing a person to the synthetic pro-
file and add synthetic text messages. This addition will be based on the vector
of interests, which is now being generated in the form of keywords describing
the interest. This form will be convenient to use for generating posts. It would
also be interesting to consider the possibility of generating rare combinations of
characteristics of people as a task of modelling distribution tails to increase the
diversity of existing social datasets.

Acknowledgement. The reported study was funded by RFBR, project number 20-
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