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Abstract. Marketing is a professional basic course for economic management
students. In the process of teaching, we should not only teach students theoretical
knowledge, but also teach students to integrate into the real economicmanagement
activities. In order to stimulate students’ interest in learning and improve students’
practical ability, this paper discusses the teaching method of introducing open
source data mining software Weka into classroom teaching, and gives practical
teaching examples to improve the teaching effect. The training quality of the
marketing course has been a useful attempt, and the classroom effect is good.
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1 Introduction

Marketing is a professional basic course for studentsmajoring in economicmanagement.
With the rapid development of information technology, both commodity information and
customer information aremassive. How tomine useful marketing information in big data
and then apply it to our marketing is a problem that marketing students need to solve.
Data mining technology in computer science is to solve the problem of automatically
analyzing and discovering useful information in large databases. Apriori association
algorithm is mainly used to discover meaningful connections hidden in large data. This
paper attempts to explain the application of Apriori association algorithm in supermarket
data analysis by taking open source software Weka as an example in marketing, In order
to guide students to use data mining methods to solve practical problems [1].

2 Data Mining Weka

2.1 Open Source Software WEAK

The full name of Weka is Waikato environment for knowledge analysis. Its source code
can be downloaded from http://www.cs.waikato.ac.nz/ml/WEKA Get it. At the 11th
acmsigkdd International Conference, the Weka group of Waikato University won the

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2021
Published by Springer Nature Switzerland AG 2021. All Rights Reserved
M. A. Jan and F. Khan (Eds.): BigIoT-EDU 2021, LNICST 392, pp. 356–365, 2021.
https://doi.org/10.1007/978-3-030-87903-7_44

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-87903-7_44&domain=pdf
http://www.cs.waikato.ac.nz/ml/WEKA
https://doi.org/10.1007/978-3-030-87903-7_44


Application of Open Source Data Mining Software Weka 357

highest service award in the field of data mining and knowledge exploration. Weka
system has been widely recognized and has become one of the more complete data
mining tools. As an open source data mining platform, Weka integrates a large number
ofmachine learning algorithms that can undertake the task of datamining, including data
preprocessing, classification, regression, clustering, association rules and visualization
on the new interactive interface [2–5]. In modern business society, the data of enterprises
are generally massive. If students can use the advanced software Weka to analyze the
marketing data management and dig out the hidden relationships from the massive data,
it will certainly be of great benefit to the mining and utilization of marketing data and
the discovery of business opportunities.

2.2 Definition and Research Significance of Software Defect Prediction

With the increasing dependence on computer software, how to effectively improve the
quality of software has become the focus and difficulty in the field of software engineer-
ing. The traditional software quality assurance methods (such as static code review or
dynamic software testing) are inefficient, which need a lot ofmanpower andmaterial, and
need additional modification operations such as code instrumentation. Software defect
prediction technology has gradually become one of the research hotspots in the field of
software engineering - 4, 5, 6, 8, 9, 10.1, 12 software defect prediction, generally refers to
the analysis of software source code or development process, design the degree element
that has correlationwith software defects, and thenmine and analyze the software history
warehouse to create defect prediction data set [6]. Based on the defect prediction data
set, a specific modeling method (machine learning) is used to build the defect prediction
model, which can predict and analyze the potential defect modules in the subsequent
versions of the software. 13 software defect prediction can greatly reduce the manpower
andmaterial resources required for testing, and there is no need tomodify the code. After
the development of software department and module is completed, the defect prediction
can be carried out in time, and the potential defect modules can be identified in advance,
so that the project director can optimize the allocation of test resources and improve the
test efficiency and software product quality [8–10]. Therefore, the research on software
defect prediction technology, the establishment of software defect prediction model, and
the early prediction and identification of software defects are not only of great research
significance, but also of great application value.

2.3 Data Mining Software Weka

With the rapid development of science and technology and social economy, computer
technology has been widely used in various industries. Computer software (system) is
more and more closely related to people’s work and life. The impact of software qual-
ity and system reliability on the efficiency and safety of production and management
activities is also growing. However, with the continuous growth of people’s demand
for software, the scale of software is becoming larger. With the increase of complex-
ity, software development and maintenance become more and more difficult. Software
with hidden defects may lead to software failure or system collapse in the process of
operation. Serious software defects will bring huge economic losses to enterprises, and
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may even lead to casualties. Unclear user requirements, non-standard software develop-
ment process, lack of experience and ability of software developers and other reasons
will lead to software defects. In order to ensure the quality of software, software testers
will check software defects through certain software testing methods, and then inform
developers to deal with software defects. However, affected by the actual factors such as
the development schedule and cost control of software projects, software test engineers
can not completely test all software modules.

3 Software Defect Prediction Method

According to the different methods of software defect prediction, it can be divided into
static prediction and dynamic prediction. Static prediction mainly quantifies software
code into static features, makes statistical analysis on these features and historical defect
information, mines the distribution law of historical defects and constructs a prediction
model, and then forecasts newprogrammodules based on the predictionmodel.Dynamic
prediction is to analyze the occurrence time of software defects, mining the relationship
between software defects and their occurrence time [11]. At present, with the wide
application ofmachine learning algorithm, static software defect prediction has achieved
good prediction results, which has attracted more attention of researchers.

3.1 Software Defect Prediction Process

The process of software defect prediction can be divided into four stages. The software
historywarehouse ismined and analyzed, fromwhich the programmodules are extracted.
The granularity of program module can be set as file, package, class, function, etc.
After the modules are extracted, these program modules are marked as defective or non
defective modules respectively. Design metrics. Based on the software static code or
software development process, the corresponding metrics are designed to measure the
software of program modules, and the defect prediction data set is constructed. Build
defect prediction model. After the necessary data preprocessing of the defect prediction
data set, the software defect prediction model is constructed with the help of specific
modeling methods (such as machine learning method). Defect prediction. The software
defect prediction model is used to predict the new program module, and the program
module is predicted to be defect free and defect freep [12]. The prediction target can
also be the defect number or defect density contained in the program module.

3.2 Metric Meta Design

The design of metrics is the core problem in the research of software defect prediction.
Typical metrics include the number of lines of code, McCabe loop complexity and
Halstead scientific metrics. Taking the complexity of the McCabe loop as a metric, the
complexity of the control flow of the program is mainly considered. The assumption is
that the higher the complexity of the control flow of the program module, the higher
the possibility of containing defects. The assumption is that if there are more operators
and operands in the program module, the more difficult it is to read the code, and the
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more likely it is to contain defects. Some researchers design metrics based on software
development process. 2021 based on software development process mainly considers
software project management, developer experience, code modification characteristics
and so on. Researchers have conducted a comparative study on which way to design
metrics is more effective in building defect prediction models. Graves 22, moser21 and
others believe that the degree element designed based on the development process is
more effective [13]. Menzies23 and others believe that the metric element of static code
can build a high-quality defect prediction model. It can be seen that there is no obvious
difference between the two. Reasonable design of metrics can achieve good prediction
results.

3.3 Construction and Application of Defect Prediction Model

Before building the defect predictionmodel, it may be necessary to preprocess the defect
prediction data set according to the quality of the data set. This is because the data set
may have problems such as noise, dimension disaster and class imbalance. Preprocess-
ing can improve the quality of the data set. 2 after preprocessing the data set, the defect
prediction model is constructed with the help of certain algorithms. As the core of arti-
ficial intelligence and teaching data science, machine learning has been widely used in
software defect prediction, which is selected as the algorithm to build software defect
prediction model [14]. Machine learning methods commonly used in software defect
prediction can be divided into classification methods and regression methods. Classi-
fication methods mainly include classification regression tree, naive Bayes, k nearest
neighbor, support vector machine, ensemble learning and cluster analysis; regression
methods mainly include linear regression, polynomial regression, stepwise regression
and elastic regression.

4 Analysis Method of Curriculum Relevance

Pearson product distance correlation is mainly used to calculate the correlation between
continuous variables. The Pearson correlation coefficient is meaningful only when the
population of variables is normal distribution or can be approximately regarded as normal
distribution, and the number of samples is not less than 30.

(1) The formula for calculating Pearson product distance correlation coefficient is
as follows 1:

rAB =

n∑

i=1
(ai − a)(bi − b)

√
n∑

i=1
(ai − a)2

n∑

i=1
(bi − b)2

(1)

(2) The test statistic formula is shown in Fig. 2:

t = rAB
√
n − 2

√
1 − r2AB

(2)
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In terms of technical implementation, the system is developed based on springMVC
web framework and mybatis architecture [15]. The platform can be divided into two
core parts, one is data transmission function, the other is data mining function, each part
is the complete framework of MVC theory.

The overall architecture of the system is shown in Fig. 1:

Fig. 1. Platform technical architecture

The technical architecture of the system is mainly divided into two functional appli-
cations, both ofwhich are realized by three-tierMVCstructure. The two functional appli-
cations are data transmission application and data mining application. The two applica-
tions implement the method call through the framework, which makes the application
relatively independent and convenient for development.

5 Application of Open Source Software Weka in Marketing
Teaching

In the process of teaching, we choose the shopping basket analysis experiment. The
shopping basket analysis is to apply the correlation technology to the transaction pro-
cess, especially to analyze the supermarket cashier data, and find out the commodities
that appear in groups. For marketers, this is the main source of sales information for
data mining. For example, after automatic analysis of the cashier data, it is found that
customers who buy beer also buy potato chips. This discovery is of great significance
to supermarket managers [16]. This information can be used for a variety of purposes,
For example, planning the location of shelves, selling only one of the products that will
be purchased at the same time at a discount, and providing product coupons that match
the products sold separately. Businesses can also identify special customers from cus-
tomers’ purchase behaviors, not only analyzing their historical purchase patterns, but
also providing a new way to identify the special customers, Moreover, it can accurately
provide special purchase information that may be of great interest to potential users.
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In the teaching experiment, we use a supermarket shopping basket analysis data set of
Weka, the file name is supermarket.ar. This data set is collected froma real supermarket in
NewZealand. There are 217 attributes and4627 instances in the data set. It is very suitable
for shoppingbasket analysis experiments. First,weuse the preprocessingpanel ofWeka’s
Explorer interface, Load the supermarket.arf. In the current relation sub panel, we can
see the basic information of the dataset. Because the dataset has many attributes and a
large amount of data, students will click the Edit button on the top of the preprocessing
panel to open the viewer window of the dataset and view the data file. Let students
understand the properties and structure of data through proper explanation.

Among the ten association rules obtained from the calculation results, many com-
modities appear many times, and the total amount is very high. We can conclude that:
first, customers who buy Biscuits, frozen food and other fast foodwill buy fruits and veg-
etables to supplement their body’s vitamins; second, customers who buy Biscuits, frozen
food, fruits and vegetables will buy bread and cakes; third, customers who buy the above
food will buy a large amount at a time, and the total amount will be very high; fourth,
transactions with a high total amount, They usually buy bread and cakes and so on. If
the information is provided to the supermarket, we can rearrange the shelves, rearrange
the supermarket, provide fast payment channels, arrange delivery and other additional
services according to the knowledge, so as to enhance the market competitiveness.

For data mining, data is the core. The quality of data can directly affect the results
of data mining. However, the actual data is very heavy. The so-called forest is big, there
are all kinds of birds, and any problems may appear when there are more data, such as
incomplete data, default attribute values, noisy data in the data set, wrong data, different
coding formats or naming rules in the data set [17]. This will bring extra difficulties for
data mining, even poor data will lead to the result of the error, so the data preprocessing
is a step that can not be omitted.

If a data mining tool wants to have good performance, preprocessing is essential. In
the process of mining, the preprocessing process will take up most of the time. There are
four steps in preprocessing: data cleaning, integration and transformation, rule constraint
and concept layering. Data cleaning includes: incomplete data processing, processing
noise points and inconsistent data (see Fig. 2).

Fig. 2. Results of simulation with open source data mining (a)

K-means is a classic clustering algorithm. The basic principle of kmeans is: after
determining the number of clusters K, k points are randomly selected as the center of the
cluster. According to the Euclidean distance between each instance point and the center
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point in the data, each instance point is assigned to the cluster where the nearest center
point is located. Then we get the cluster through the previous step, get its centroid point,
redefine the centroid point as the center point, and then repeat the whole process [18–
20]. In the continuous iteration process, the center of the cluster will continue to change,
until in several successive iterations, the center of each cluster is exactly the same as the
center of the previous round, which means that the cluster has been allocated, and the
kmeans algorithm has been successfully implemented (see Fig. 3).

Fig. 3. Results of simulation with open source data mining (b)

6 Teaching Objectives and Contents

The purpose of this course is to enable students to understand the basic direction of
machine learning; to master the basic algorithm of machine learning; to master the
method of using Weka platform to realize machine learning algorithm; to understand
the relevant research ideas of machine learning, from which to learn some methods of
pioneers to solve problems; to further understand the usage and performance of learning
algorithm through experiments, As shown in Fig. 4. In order to achieve these goals, on
the basis of fully referring to the existing classic machine learning textbooks, the course
team designed the following teaching content and syllabus: This course will take the
classification task in data mining as an example, First, the evaluation of classification
model is explained, and then a number of classical and commonly usedmachine learning
technologies are explained. The specific chapters are arranged as follows: Chapter 1:
introduction [21]. Explain the definition of machine learning, the difference and connec-
tion between machine learning and data mining, the teaching ideas and content arrange-
ment of this course, as well as the teaching materials and reference books used in this
course. Chapter 2: explain the method, index and comparative test of model evalua-
tion. Chapter 3–9: explain the basic technology of machine learning: start with linear
regression, explain linear learning: end with K-means clustering, explain unsupervised
learning; the middle includes support machine learning, neural network learning, deci-
sion tree learning, Bayesian learning and nearest neighbor learning. Chapter 10–13:
introduce the advanced technology of machine learning, including ensemble learning,
cost sensitive learning, evolutionary learning and reinforcement learning.
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Fig. 4. Shows the teaching objectives

7 Teaching Evaluation and Assessment

7.1 Machine Learning

For machine learning, an elective course of computer major, which attaches great impor-
tance to the cultivation of hands-on ability, classroom theoretical knowledge teaching
is of course important, but the more important thing is extracurricular practice, so that
students’ practical ability can be improved, practical application problems can be solved,
and truly useful machine learning algorithms can be written [22]. In order to achieve this
goal, the course team designed eight practical training and assessment problems after
class, which are mainly used to consolidate and review the theory of machine learning
algorithm taught in class, and master the implementation of machine learning algo-
rithm by using the international machine learning open source experimental platform
Weka. Through the experiment, we can further understand the usage and performance
of machine learning algorithm, Improve the programming ability of machine learning
algorithm: (1) implementation and experimental test of linear regression algorithm (10
points); (2) implementation and experimental test of logistic regression algorithm (10
points); (3) implementation and experimental test of SMO classification algorithm (15
points); (4) implementation and experimental test of BP classification algorithm (15
points); (5) implementation and experimental test of D3 classification algorithm (15
points); (4) implementation and experimental test of BP classification algorithm (15
points); (5) implementation and experimental test of D3 classification algorithm (15
points); (6) NB classification algorithm implementation and experimental test (7) KNN
classification algorithm implementation and experimental test (10 points).
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7.2 All Aspects of the Course

Implementation of K-means clustering algorithm and experimental test (10 points) stu-
dents submit AVA code file based on Weka platform and screenshot of test results on
any data set with Explorer as the basis of assessment and scoring. Machine learning is
a new and very important elective course for computer and related majors. It has been
widely used in many fields, such as image recognition, intelligent medical treatment,
market analysis, financial investment, fraud screening, environmental protection, scien-
tific research and so on, and has achieved considerable social effects, showing a good
application prospect. How to teach this course well in University and improve students’
practical ability to solve practical problems with machine learning technology is a prob-
lem that every teacher needs to seriously consider [23]. In this paper, from the teaching
objectives and content, teaching methods and characteristics, to teaching evaluation and
assessment, a complete description of all aspects of this course. After years of efforts,
this course has been opened twice on the MOOC platform of love course China Univer-
sity, with 12913 and 12671 students respectively. In the third time, 2702 students have
been pre selected to participate in the course, which has been widely praised by other
college students and social learners, and has been selected into the first batch of excel-
lent online open courses for undergraduates in Hubei Province [24]. The future work
mainly includes to further supplement and improve the teaching content of the course,
put forward new teaching methods, and improve the content and scoring standard of
teaching evaluation and assessment according to the feedback of students.

8 Conclusions

In order to stimulate students’ interest in learning marketing course, we try to apply an
open source toolWeka in the teaching process, andwith the help of its visual environment
and typical algorithm, we demonstrate a practical problem-solving process for students
in class. Through these teaching steps, students can gradually understand the open source
software Weka and master the use of typical algorithm. We use Weka to process and
analyze business data, improve data processing ability, and mine valuable information
for marketing. At the same time, Weka software is open source software. For students
with programming foundation, they can analyze the principle of the algorithm, and also
optimize the algorithm through their own programming to further improve their ability
to solve problems.
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