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Abstract. Accurate meteorological observation relies heavily on the
proper and precise working of meteorological facilities. Nevertheless, a
big portion of meteorological facilities are deployed in outdoor environ-
ments hardly within the reach of convenient monitoring and reliable net-
working infrastructure, hence the surveillance challenge. Given such an
infrastructure-less/-poor environment (deserts, oceans, etc.) for mete-
orological facilities, Ad Hoc nodes are possible candidates for mobile
surveillance. However, pure Ad Hoc networking without a logical centric
node can barely provide consistent collaboration between mobile nodes
during monitoring. This paper proposes a tunnelled overlay structure
that bridges the Ad Hoc protocol stack and the SDN (Software-Defined
Networking) protocol stack based on network virtualization techniques,
so that robust distributed Ad Hoc mobile nodes are grouped in the form
of an SDN-governed swarm to conduct the mobile surveillance task with
joint efforts under the consistent control of the centric SDN controller. In
addition, mobile nodes are equipped with TensorFlow-based image recog-
nition feature, capable of transmitting the recognized results of harmful
creatures that might cause facility damages, to suggest proper protection
measures, control/avoid facility loss, etc. Experiments on the prototype
SDN-governed Ad Hoc swarm are carried out in a real-world university
campus meteorological station to demonstrate its feasibility and func-
tionalities.
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1 Introduction

Meteorological facilities play a key role in various economic aspects, such as
weather forecast, agricultural production, tourism, etc. The accuracy of meteo-
rological observation relies heavily on the proper and precise working of mete-
orological facilities, thus requiring close surveillance of these devices and equip-
ments. However, a big portion of these facilities are usually deployed in outdoor
environments hardly within the reach of convenient surveillance and reliable net-
work infrastructure, some of which even have to face with severe environmental
conditions. For instance, for those remotely located meteorological facilities in,
e.g., deserts, steep ocean cliffs, etc., they might encounter extreme heat, erosion,
wind damage, etc. Given such a complex and infrastructure-less/-poor envi-
ronment and diverse facilities to monitor, simply introducing fixed sensors and
cameras might not fully meet the surveillance requirements of outdoor meteo-
rological facilities. For example in a meteorological station as shown in Fig. 1,
meteorological and auxiliary facilities might not be perfectly monitored due to
that their positions are out of the range of fixed cameras, or obscured by unex-
pected objects such as growing trees, falling rocks, (see Q1 in Fig. 1, i.e., an
obscured humidity sensor) etc. Facilities might also be damaged by wild animals
(Q2), e.g., birds, or severe environmental conditions, e.g., strong wind. Besides,
meteorological (e.g., temperature sensors, humidity sensors, solar sensors, wind
monitors, rain monitors) and auxiliary facilities (e.g., cameras) also need to be
periodically or regularly checked/monitored in order to make sure they work
properly. For such scenarios, a group of mobile nodes (such as unmanned aerial
vehicles or wheeled vehicles in Fig. 1) can be commanded to take a patrol of
meteorological facilities and accordingly adapt on-site formations to avoid obsta-
cles, to track harmful creatures, etc., and timely transfer surveillance or damage
report to administrators so that facility loss can be controlled or even avoided
asap.

Mobile nodes organized and networked through Ad Hoc networking [7] in a
flexible and on-demand fashion are possible candidates for mobile surveillance of
meteorological facilities deployed in fields. The mobility, flexibility, and robust-
ness in volatile networked environment are desired benefits. However, several
issues must be addressed.

– Consistent control over the whole mobile swarm. Mobile nodes in an Ad
Hoc swarm work in a distributed and self-determined fashion. Their moving
or sensing behaviors might not comply with the requirements of the global
surveillance task if no consistent control is given.

– Collaborative on-site formation adaptation. Obstacles might block the surveil-
lance angle. Mobile nodes under the control of a common “head” are able to
adjust positions accordingly and collaboratively to form various formations
such as triangles, rectangles, etc., for better monitoring views.

– Image recognition capability. Surveillance by only images would require exces-
sive human intervention to identify harmful creatures or damage status if any.
If pictures or videos taken by mobile nodes can be timely recognized on-site
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Fig. 1. An outdoor meteorological station under mobile surveillance

and the results of which can be meaningfully transmitted to administrators,
appropriate measures are able to be taken as soon as possible.

To summary, pure Ad Hoc networking, which is essentially a distributed
structure without central control, can barely afford consistent collaboration
between mobile nodes during monitoring, hence the challenge in consistent and
streamlined collaboration during mobile surveillance. One possible solution is
to apply the centralized SDN (Software-Defined Networking) [15] on top of the
distributed Ad Hoc underlay if its mobility, flexibility, and robustness are to be
sustained. SDN is widely appliced in DCN (Data center Networks) [21,26,30],
WAN (Wide Area Networks) [24,28], network virtualization [37,39], network
resources optimization [5,27], QoS provisioning [3,4,6], service function chain-
ing [25,29,32,34], etc. Works are also seen in the literature that integrate SDN
into distributed network underlays, to improve security [12,14], to conduct access
control and flow scheduling [33], to refine data aggregation [11], to facilitate
machine learning integration [22], etc. Nevertheless, how to combine the benefits
from the distributed Ad Hoc networking and the centralized SDN, setup the
direct control from a uniform controlling interface, and apply the overlaid and
hybrid network structure in real-world mobile surveillances of valuable assets
are still seldom studied. In this paper, we propose the SDN-governed Ad Hoc
swarm, an approach to construct a centralized SDN overlay on top of the dis-
tributed Ad Hoc underlay for mobile surveillance of meteorological facilities. The
contribution of this paper includes as follows:
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– A tunnelled overlay structure based on VxLAN (Virtual eXtensible Local
Area Network) [18] that bridges the Ad Hoc protocol stack and SDN protocol
stack to implement uniform control over distributed underlay.

– The extended OpenFlow [19] to accommodate self-defined physical actions
so that mobility and sensibility of the Ad Hoc swarm can be consistently
controlled without involving hardware details.

– Combined with TensorFlow-based image recognition, a prototype of low-cost
mobile surveillance Ad Hoc swarm governed by SDN is implemented on Rasp-
berry Pi platform. Extensive experiments of this prototype swarm were con-
ducted in a real-world meteorological station.

The rest of this paper is organized as follows: Sect. 2 introduces the archi-
tecture of mobile nodes in the SDN-governed Ad Hoc swarm. Section 3 specifies
how the SDN overlay is built on top of the Ad Hoc underlay, and the cen-
tralized control by means of the extended OpenFlow. Section 4 specifies the
TensorFlow-based image recognition deployed on the swarm. Section 5 conducts
various experiments to test the SDN-governed Ad Hoc swarm prototype in a
real meteorological station. Related works are summarized in Sect. 6. Finally,
this paper is concluded in Sect. 7.

2 Mobile Node Architecture

The architecture of the mobile node is shown in Fig. 2, which is roughly divided
into 3 layers. The HW (hardware) layer is based on the Raspberry Pi platform,
mainly providing wheeled mobility, camera monitoring and various sensors such
as temperature sensors, infrared detectors, etc. Note that other mobility platform
such as unmanned aerial vehicle (UAV) can also be considered if affordable.
OS (Operating System) layer provides software functionalities like networking,
computing, storage, etc. It is able to provide on the operating system several
wireless communication protocols, such as WiFi, ZigBee, LoRa, NB-IoT, etc.,
as well as Ad Hoc routing protocols, such as AODV, DSDV, DSR, OLSR, etc.,
to enable peer-to-peer distributed control, packed with operating systems or
manually installed as needed. Since high data rate transmission is needed in
our application scenario to support camera surveillance and photo sharing for
image recognition, we adopt the higher-rate WiFi as the fundamental wireless
communication mechanism between mobile nodes. Low-power and lower data-
rate communications, such as ZigBee for shorter range and LoRa/NB-IoT for
longer range can be considered if corresponding chips are available.

The key extension for the centralized control over the distributed Ad Hoc
underlay is the SDN layer. Every node is equipped with the SDN data plane,
e.g., Open vSwitch (OVS) [23]. Meanwhile, swarm head might be re-assigned to
other mobile nodes due to damage, high workload, low battery, etc., hence every
node must be eligible to be elected as the swarm head to control and manage
other mobile nodes so that the centralized SDN overlay can be continuously
maintained. Thus, the SDN control plane must be deployed on every node as well,
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such as Floodlight, ONOS [1], OpenDaylight [20], etc. In this paper, we adopt
OVS as the SDN switch and lightweight Floodlight as the SDN controller. SDN
controller (i.e., Floodlight) is activated once a mobile node is elected/designated
as swarm head while SDN switch (i.e., OVS) is always standing by on every node
to accept control by swarm head through OpenFlow.

Fig. 2. Mobile node architecture

3 Ad Hoc Swarm Networking

3.1 Ad Hoc Underlay Networking

Every mobile node needs to participate in a two-stage networking to enable the
centralized SDN control over the Ad Hoc swarm, i.e., the Ad Hoc underlay net-
working and SDN overlay networking. And, the Ad Hoc underlay does not have
fixed networking infrastructure. Therefore, the wireless NIC (network interface
card) of the mobile node should be configured to work in the ad hoc mode. This
can be done by editing /etc./network/interfaces. For example, the following con-
figuration (Listing 1.1) sets the IP address of the physical wireless NIC wlan0 as
10.0.0.1. It works in the ad hoc mode as specified in the configuration, so that
infrastructure such as access points (AP) are not needed for mutual communi-
cation between mobile nodes. Meanwhile, all participating mobile nodes in the
same swarm must be configured with exactly the same ESSID (Extended Ser-
vice Set ID), for example “my-swarm” in Listing 1.1. Network mask “netmask”
can be adapted according to the scale of the swarm to be constructed. Take the
10.0.0.0 IP subnet as an example. The IP addresses in such a subnet are by
default class A addresses, whose network masks default to 255.0.0.0 (with 8 bits
for network IDs and 24 bits for host IDs). It provides an address space capable
of hosting almost 224 nodes, which is more than needed in our scenario where an
Ad Hoc swarm usually consists of several or tens of collaborative mobile nodes.
Therefore, CIDR (classless inter-domain routing) can be used to partition such
big address spaces by providing different network masks. For example, 10.0.0.0
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subnet with an altered network mask 255.255.255.0 (also written as 10.0.0.0/24)
gives a 28 space whereas 10.0.0.0/28 gives an even smaller space with 24 mobile
nodes. Other mobile nodes have similar settings except for different IP addresses.
Mobile nodes can ping each other using physical IP addresses (i.e., 10.0.0.x) and
receive ICMP replies normally at this point of time, even though no APs are
present. The following configuration demonstrates how wireless NICs should be
configured when WiFi is adopted as the wireless communication for a distributed
Ad Hoc swarm. The above configuration can be scripted and executed to enable
automatic Ad Hoc underlay networking.

1 auto wlan0
2 al low−hotplug wlan0
3 i f a c e wlan0 i n e t s t a t i c
4 address 1 0 . 0 . 0 . 1
5 netmask 255 . 255 . 255 . 0
6 network 1 0 . 0 . 0 . 0
7 broadcast 1 0 . 0 . 0 . 2 5 5
8 w i r e l e s s −e s s i d my−swarm
9 w i r e l e s s −mode ad−hoc

10 w i r e l e s s −channel 3

Listing 1.1. The Ad Hoc Configuration

3.2 SDN Overlay Networking

Tunnelled Overlay Structure. Ad Hoc protocol stack and SDN protocol
stack are two independent stacks. To combine flexibility from Ad Hoc and man-
ageability from SDN, the two stacks must be somehow bridged. The key to
deploying the SDN overlay above the Ad Hoc underlay to offer consistent and
streamlined control is the deployment of OVS, the software-ized SDN switch.
OVS consists of several modules working in both user space and kernel space
of a Linux system. Core modules include ovsdb-server, ovs-vswitchd, ovs kernel
module in kernel space, etc. ovsdb-server keep records of configurations. ovs-
vswitchd communicates with SDN controllers through OpenFlow. ovs-vswitchd
also connects with ovs kernel module through netlink and supports multiple
datapaths, i.e., the virtual bridges that forward data. When ovs kernel module
receives traffic, the actual forwarding is done by datapaths. Datapaths can be
created on demand by OVS, and equipped with multiple vports (virtual ports
on a datapath) for traffic ingress and egress. When directing packets to another
vport upon traffic arrival, a vport matches packet fields with OpenFlow-installed
flow table entries, and forwards matched packets or inquire the SDN controller
for miss-matched ones. In other words, traffic forwarding by OVS is essentially
instructed by (the flow table entries installed by) OpenFlow. The primary work-
flow of OVS can be found in Fig. 3.

According to the workflow of OVS mentioned above, to control the traf-
fic flows running through the Ad Hoc underlay, wireless NICs of mobile nodes
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Fig. 3. OVS workflow

must be bound to datapaths created by OVS, so that traffic flows run into OVS
modules, leading to an direct control by OpenFlow. Nevertheless the physical
wireless NICs have already participated in the Ad Hoc underlay networking in
the previous phase, thus simply bounding wireless NICs to datapaths fails the
Ad Hoc underlay communication. Alternatively, we can create extra datapaths
to encapsulate physical wireless NICs, so that the inner physical wireless NICs
inside datapaths are controlled indirectly by OpenFlow. In this way, the SDN
overlay becomes possible. In every mobile node, we create an OVS datapath
named br0. At this point of time, every node has two forwarding devices, the
physical wireless NIC wlan0, participating in the Ad Hoc underlay networking,
and the virtual datapath br0, to participate in the SDN overlay controlling. To
encapsulate wlan0 without compromising the Ad Hoc underlay communication,
it requires end-to-end tunneling over the physical communication channels by
means of datapath and vport. To achieve this, VxLAN is adopted for pairwise
tunneling. The ovs-vsctl utitity provided by OVS offers VxLAN support. For
every other mobile node, br0 adds a vport to tunnel all the way to the wlan0 of
that node. Besides, br0 is assigned an independent IP address other than that
of its own wlan0. Pseudo code for mobile node with wlan0 assigned 10.0.0.1 (n1
for short) tunnelling another node with wlan0 assigned 10.0.0.2 (n2) looks like
Listing 1.2. In the above settings, it not only tunnels n1 and n2 using VxLAN,
it also instructs the OVS datapath br0 to be controlled by the SDN controller
process residing on 10.0.0.1:6653 through OpenFlow. Note 6653 is the official
transport number for OpenFlow. The SDN controller IP address 10.0.0.1 indi-
cates both SDN data plane and control plane are activated in n1 and n1 controls
itself. Similar settings must be configured at the other side of the tunnel, i.e.,
n2, with symmetric changes on remote IP address as 10.0.0.1 and 20.0.0.2/24
for n2 br0. In this way, n1 controls both n1 and n2, forming the SDN overlay.
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1 ovs−v s c t l del−br br0
2 ovs−v s c t l add−br br0
3 ovs−v s c t l add−port br0 vport1
4 ovs−v s c t l s e t i n t e r f a c e vport1
5 type=vxlan
6 opt ions : remote ip =10 .0 .0 . 2
7 i f c o n f i g br0 20 . 0 . 0 . 1 / 24 up
8 ovs−v s c t l set−c o n t r o l l e r br0
9 tcp : 1 0 . 0 . 0 . 1 : 6 6 5 3

Listing 1.2. VxLAN Tunneling Configuration

Imagine there arem nodes in an Ad Hoc swarm. It requiresm(m−1) ∼ O(m2)
tunnels for full collaboration in the Ad Hoc underlay. Therefore, the control and
collaboration at runtime is quite complex given largerm, demanding sophisticated
algorithms. Nevertheless, if an SDN overlay is constructed, it only imposes m− 1
OpenFlow channels for full control and centralized collaboration. The administra-
tor controls only the SDN controller through northbound interface, and it gives
instructions on behalf of the administrator through OpenFlow, leading to much
simpler runtime management. Figure 4 demonstrates the architecture of the SDN-
controlled Ad Hoc swarm (m = 4) where the upmost node with purple shadow
is the SDN controller. The above configuration can be scripted and executed to
enable automatic SDN overlay networking. Meanwhile, the selection of the SDN
controller (i.e., the swarm head) can be done manually for a small scale swarm.
Alternatively, derivatives of cluster head election algorithm such as LEACH [31]
widely used in ZigBee can be tuned and used for such a purpose.

Centralized Controlling. We can see from the mobile node architecture that
the control and management of the Ad Hoc swarm can be simply achieved by
invoking the SDN controller northbound interface residing on the swarm head. In
this way, the control and management of the swarm is simplified as the interac-
tion with the swarm head that sends unified OpenFlow directives to other mobile
nodes. Therefore, OpenFlow can now be regarded as the middleware to unify
heterogenous hardware platforms, offering centralized control and management
over peer-to-peer distributed Ad Hoc underlay. This “divide and conquer” app-
roach scales when there are a large amount of mobile nodes under control. In this
paper, we go one step further to extend OpenFlow from pure data forwarding
actions to physical actions including moving, monitoring, and sensing.

OpenFlow is originally designed to instruct data forwarding on switches.
Switches match the incoming packets against flow table, and execute correspond-
ing OpenFlow actions for matched packets. For those miss-matched packets,
switches send OpenFlow packet-in PDUs to the SDN controller to inquire how
these packets should be processed. The SDN controller replies with packet-out
to instruct forwarding actions, and switches also install corresponding flow table
entries so that similar packets are to be locally processed the same way with-
out further inquiries. OpenFlow supports several forwarding-related actions (see
Listing 1.3, line 3–9) in version 1.3 which is a widely deployed version.
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Fig. 4. SDN-governed Ad Hoc Swarm

Since mobile nodes involves moving, sensing, monitoring, etc., to fully imple-
ment the control and management of mobile node using OpenFlow, OpenFlow
must be extended with corresponding actions. For example in Listing 1.3, action
{OFPACT MOVE FORWARD, 101} has been added to instruct the movement
of the mobile node to move forward; action {OFACT CAMERA ON, 201} has
been added to instruct the mobile node to turn on the camera and conduct live
surveillance; action {OFACT IMAGE RECOGNIZE, 201} for image recognition
(see Sect. 4). These actions are to be parsed locally on mobile nodes upon arrival.
And subsequently, hardware driver APIs are to be invoked internally, transparent
to upper layer applications or administrators, to drive corresponding equipments
on board of these mobile nodes.

1 stat ic const struct ofpact map of12 [ ]=
2 {
3 {OFPACT OUTPUT, 0} ,
4 {OFPACT SET MPLS TTL, 15} ,
5 {OFPACT DEC MPLS TTL, 16} ,
6 {OFPACT PUSH VLAN, 17} ,
7 {OFPACT STRIP VLAN, 18} ,
8 {OFPACT PUSH MPLS, 19} ,
9 {OFPACT POP MPLS, 20} ,

10 . . .
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11 {OFPACTMOVEFORWARD, 101} ,
12 {OFPACTMOVEBACKWARD, 102} ,
13 {OFPACT MOVE LEFT, 103} ,
14 {OFPACT MOVE RIGHT, 104} ,
15 . . .
16 {OFPACT CAMERA ON, 201} ,
17 {OFPACT CAMERA OFF, 202} ,
18 . . .
19 {OFPACT IMAGE RECOGNIZE, 301} ,
20 }

Listing 1.3. OpenFlow 1.3 Actions

4 Image Recognition

Image recognition plays a key role in mobile surveillance of meteorological facil-
ities. We developed the image recognition feature deployed on the Raspberry
Pi platform based on TensorFlow and OpenCV framework. The purpose of the
TensorFlow-based image recognition is to identify several harmful creatures seen
around the target meteorological station, i.e., rats, sparrows, dogs, eagles, etc.,
and send not only the taken images but also the recognized results once damage
occurs to the administrator in a timely fashion, to alarm possible creature-caused
damages to meteorological facilities (e.g., rat-bites) at early stage and/or to sug-
gest protection measures.

We selected the ssd mobilenet v1 network and the pre-trained ssd mobilenet
v1 coco model to conduct the transfer learning, to accelerate the training.
Mobilenet is a lightweight neural network model proposed by Google in 2017,
which is suitable for embedded mobile nodes. There are 28 layers in total, each
of which has a BatchNorm layer and a ReLU layer. Depth separable convolution
is used in mobilenet to divide the standard convolution kernels into depth convo-
lution kernels and 1× 1 point-wise convolution kernels, so that the computation
load can be reduced for mobile nodes. SSD (single shot multibox detector) is
one of the most popular classification frameworks. Its main task is to conduct
classification after features extraction from neural networks. The main idea of
SSD is to carry out intensive sampling uniformly at different positions in the
figure, and adopt different scales and aspect-ratios during sampling to carry out
classification and regression. SSD uses convolution to extract the detection from
the multi-scale feature map, so that objects of different scales can be simultane-
ously detected, that is, bigger scales for smaller objects detection and vise versa.
ssd mobilenet adds 8 convolution layers after the last layer of mobilenet, and
extracts 6 of them for detection and the rest for convolution kernels for coordi-
nate regression. As of model training, the original ssd mobilenet v1 coco model
has a 90-dimensional output layer that we substituted with a 4-dimensional (rep-
resenting rats, sparrows, dogs, and eagles) softmax layer to generate the proba-
bilities indicating which creature the identified object belongs to. The above pro-
cess applies in the static image recognition. If image recognition must be applied
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in video streaming such as camera surveillance, OpenCV framework needs to
be deployed along with TensorFlow to extract frames from video streaming and
conduct the serial image recognition for each frame.

At this point of time, we have constructed an Ad Hoc swarm under the
centralized control of the SDN controller activated on the swarm head. Since
every mobile node is equipped with OVS, it can be uniformly and compliantly
instructed to move, adapt on-site formation, monitor, recognize objects on the
taken photos, etc., by means of our extended OpenFlow messages that contain
self-defined physical actions.

5 Evaluation

5.1 Swarm Networking and Centralized Controlling

The prototype of the SDN-controlled Ad Hoc swarm is implemented based on
the Raspberry Pi platform. Raspbian operating system was installed on very
Raspberry Pi. Floodlight was deployed as the SDN controller, and OVS is also
installed as the SDN data plane, to comprehensively build the SDN layer over
every mobile node. For the administrator, northbound REST API provided by
Floodlight can be invoked to remotely control the swarm head (i.e., the SDN
controller), and the head delivers OpenFlow messages that contain actions to
instruct how the Ad Hoc swarm should function and collaborate. For indoor
experiments in this section, three such mobile nodes (P1–P3, as shown in Fig. 5a)
were participating in the networking, among which, one node was working as the
swarm head, which was also an ordinary Ad Hoc swarm node under control itself.
The logical SDN overlay topology was discovered by the Floodlight controller
and shown in Fig. 5b.

(a) Underlay Ad Hoc Swarm (b) Overlay SDN Topology

Fig. 5. SDN-controlled Ad Hoc swarm

The SDN overlay worked in the 20.0.0.0 IP segment while the Ad Hoc under-
lay worked in the 10.0.0.0 IP segment. Administrators can push flow entries
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through Floodlight’s northbound API (relative URL is /wm/staticflowpusher/j-
son) to instruct data forwarding, demonstrated by Fig. 6. A flow entry that drops
all data from source IP 20.0.0.1 (i.e., P1) to destination IP 20.0.0.4 (i.e., P3) in
this experiment was pushed by the administrator, as shown in Fig. 6a. We can
see from Fig. 6c that subsequent pingings complained about the destination host
unreachable. Dynamic controlling over data forwarding of the Ad Hoc underlay
was also implemented, as shown in Fig. 6b where a flow entry that deletes the
previous traffic-dropping instruction was pushed by the administrator. We can
see from Fig. 6d, the pinging was re-activated. Notice that the pinging opera-
tion directly uses the SDN overlay IP addresses (20.0.0.x), instead of those of
the Ad Hoc underlay (10.0.0.x). This indicates that the forwarding of the Ad
Hoc underlay is fully controlled by the SDN overlay, without any underlying
hardware/configuration/communication details involved. Therefore, the admin-
istrator interacts with only the Ad Hoc swarm head to implement full control
over the whole Ad Hoc swarm through the SDN layer deployed on every node.

(a) The flow entry that drops traffic be-
tween P1 and P3

(b) Deleting the traffic-dropping flow entry

(c) Traffic disabled (d) Traffic enabled

Fig. 6. Flow entries pushing

Self-defined physical actions of the extended OpenFlow, as we have intro-
duced in Sect. 3.2, can also be pushed from the SDN controller located on the
swarm head using Packet-out PDUs, like ordinary OpenFlow actions for data
forwarding. A flow entry containing action {OFACT CAMERA ON, 201} was
pushed, and the Ad Hoc swarm node that received it turned on its camera
to conduct live surveillance, as shown in Fig. 7a. Another flow entry containing
{OFPACT MOVE FORWARD, 101} action was pushed, and the Ad Hoc swarm
node that received it moved in different directions for keyboard strokes w (for-
ward), s (backward), a (left) and d (right), as shown in Fig. 7b. These physical
actions are particularly useful for collaborative mobile surveillance over valuable
assets or facilities, including meteorological facilities remotely deployed, in case
of being unexpectedly obscured by obstacles such growing tree branches, dam-
aged by wild animals, etc., as will be shown in outdoor experiments in Sect. 5.2.
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(a) SDN-controlled Camera Surveillance (b) SDN-controlled Moving

Fig. 7. Self-defined physical actions of the extended OpenFlow

5.2 Mobile Surveillance and Image Recognition

The prototype of the SDN-governed Ad Hoc swarm, augmented with wheels,
cameras, sensors, etc., was also deployed in the meteorological station of Chengdu
University of Information Technology (CUIT) for outdoor mobile surveillance of
meteorological facilities. CUIT features its meteorology, and has a professional
meteorological station located in its campus, as shown in Fig. 8a. The size of the
main station is about 88 m × 41 m and that of the secondary radar station is
about 20 m × 21 m. Some facilities, especially the radar, are obscured by nearby
trees, hard to be effectively monitored by the fixed camera, as we can see from
Fig. 8b. An SDN-governed Ad Hoc swarm consisting of three wheeled mobile
nodes was deployed for evaluation. A flow entry containing action Camera On
was pushed by the SDN controller (i.e., the swarm head), and the node that
received it turned on its camera to conduct live surveillance and image recogni-
tion as needed. To bypass obstacles and get better monitoring angles, the swarm
head also instructed mobile nodes to gradually move around the radar and other
meteorological facilities while conducting live surveillance, by sending OpenFlow
messages that contained movement actions in different directions. Figure 8c (1)–
(3) shows this mobile monitoring process that gradually avoided bushes and
grass, and revealed a clear view of the meteorological radar. Besides, mobile
surveillance makes it more feasible to conduct multi-angle monitoring compared
with fixed camera shooting. For example, Fig. 8c (4) shows a reverse view of
the monitored radar, taken by anther mobile node in the triangular on-site for-
mation commanded by the swarm head. In addition, the node-to-node wireless
coverage in the field is about 100 m, given the current mobile node design, which
is sufficient for the mutual communication between nodes, and the surveillance
of the meteorological station.

Image recognition based on TensorFlow was also tested in this experiment
due to that small-sized harmful animals are seen around the meteorological facil-
ities, which might cause damage. Figure 8d–8e demonstrate the recognition and


