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Abstract. Although image captioning technology has made great progress in
recent years, the quality of Chinese image description is far from enough. In this
paper, we focus on the problem of Chinese image captioning with the aim to
improve the quality of Chinese image description. A novel framework for Chi-
nese image captioning based on image label information (CIC) is proposed in
this paper. Firstly, image label information is extracted by a multi-layer model
with shortcut connections. Then the label information is input into the neural net-
work with an extension of LSTM, which we coin L-LSTM for short, to generate
the Chinese image descriptions. Extensive experiments are conducted on vari-
ous image caption datasets such as Flickr8k-cn, Flickr30 k-cn. The experimental
results verify the effectiveness of the proposed framework (CIC). It obtains 27.1%
and 21.2% BLEU4 average values of Flickr8k-cn and Flickr30k-cn, respectively,
which outperforms the state-of-art model in Chinese image captioning domain.

Keywords: Chinese image caption · Convolution neural network · Recurrent
neural network · Deep learning · Chinese image tagging

1 Introduction

Image caption is an important work in the field of computer vision and natural language
processing. It can generate descriptive sentences according to the image content, which
is an effective method to narrow the “semantic gap” [1] between low-level visual feature
and semantic information of the image [2–4]. Image caption is useful and practical for
many application scenarios, including helping children or impaired people understand
images, visual intelligent chat robot and image retrieval, which has great commercial
value and attracted the great interest of researchers [5, 6]. However, image caption is a
challenging task, which not only needs to recognize the objects in the image, but also
needs to use the natural language to represent the attributes of objects, and then organized
the relationship between them by natural language manner.

Up to now, there are three kinds of methods to generate image captions, they are
template-based methods, retrieval-based methods, and deep learning-based methods,
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among which the deep learning-based methods are most advanced and achieve the best
performance. Deep learning models, usually use the “encoder-decoder” framework. An
image is encoded as a vector using a convolution neural network (CNN) and captions
are decoded from the vector using a recurrent neural network (RNN) for end-to-end
training of the entire system [13–17]. Currently, much of the image captioning work is
concentrating on generating English sentences. Few image captioning work conducted
on Chinese sentence generated due to the lack of datasets on image description labeled
by Chinese. Rich meanings of Chinese words and the complex sentence structure make
the Chinese image description be more challenging work. In this paper, we focus on
Chinese image caption issues. We propose a label-based image caption model (CIC).
Firstly, we design an image label prediction network with higher accuracy for image
label feature generation. Secondly, the L-LSTM proposed in this paper which uses the
image label features obtained from the label prediction network to generate descriptive
sentences. Finally, we optimize the loss function by using label features, which fur-
ther improves the quality of descriptive sentences. Extensive experiments conducted on
various benchmark datasets such as Flickr8k-cn, Flickr30k-cn show that CIC achieves
state-of-the-art performance.

The rest of this article is arranged as follows. We review the related work about
image caption in Sect. 2, then introduce the proposed model CIC in Sect. 3, and show
the experimental results in Sect. 4, finally give the conclusion in Section.

2 Related Work

Traditional image captioningmethods can be divided into two categories: template-based
methods and retrieval-based methods.

Template-based methods first use an object detector to detect the objects in the
image, predict the object attributes and the relationship between objects, then fill the pre-
designed template and finally form descriptive sentences [7–9]. Template-basedmethods
are heavily dependent on the quality of object detection and limited by the pre-designed
template, the generated descriptive sentences are single and lack of diversity. Retrieval-
based methods first retrieve a similar subset of the images to be described in the training
set based on the image visual feature, then generate candidate descriptive sentences
by reasonably organizing the corresponding descriptive sentences of the similar subset
images, and finally sort the candidate descriptions and select the optimal results [10–12].
The retrieval-based methods rely excessively on the training dataset, and the resulting
descriptions are limited to the descriptions of the training set. With the rise of deep
learning, these two kinds of methods are no longer favored.

With the development of deep learning, researchers have proposed image captioning
methods based on deep learning. In 2015, Vinyals et al. proposed the image captioning
model (Neural Image Caption, NIC) based on convolution neural network and Long
Short-Term Memory (LSTM) [13]. The NIC model uses CNN to extract the visual
feature of the image and takes the feature as the input of LSTM. The LSTM outputs the
predicted words in turn to describe the contents of the image. The model is relatively
simple, but the quality of generated sentences needs to be improved. Subsequently, the
researchers improved on the NIC model. In 2015, Xu et al. introduced the Attention
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Mechanism (AM) into the model for the first time, which enables the model to capture
the local information of the image [14]. In 2016, Jia et al. used semantic information to
guide LSTM in generating descriptions [15]. In 2017, Rennie et al. applied reinforcement
learning to model training of image caption [16]. The objective of the existing model
training is to maximize the probability of generating the correct descriptive sentence,
which is inconsistent with the evaluation criteria in the inference. The method based
on reinforcement learning can directly optimize the evaluation index in training, and
obtain better results. In 2017, Dai et al. optimized the NIC model using Conditional
GAN, making the generated sentences more natural and diverse [17]. In 2018, Anderson
et al. proposed a combined bottom-up and top-down attribute mechanism [18], which
enables the model to obtain image regions with significant semantics when predicting
descriptions, and the performance is further improved.

The above-related work is all about the research on English image caption, the
research on Chinese image caption is relatively few, and the quality of descriptions
is needed to be improved. In 2017, Ze-Yu Liu et al. fused visual features and label
features with LSTM in four ways to improve the effectiveness of the NIC model [19].
In 2018, Wei-Yu Lan et al. used the top10 image prediction labels to sort and select the
generated sentences of NIC model, which makes the selected sentences closer to the
label information and improves the image descriptive ability of NIC model [20].

3 CIC: Label-Based Chinese Image Captioning Model

We first describe the image label prediction network FC-PT in Sect. 3.1, then introduce
our proposed image caption generator CIC in Sect. 3.2, the training process of the model
is explained finally.

3.1 Image Label Prediction Network FC-PT

In the dataset of image caption, each picture described by five descriptive sentences, each
sentence can vividly describe the content of the image. We choose the nouns, verbs, and
adjectives in the sentence as the image labels. More specifically, Firstly, we use Chinese
word segmentation tool Boson to segment the words in the descriptive sentences and
selectively retain the nouns, verbs, and adjectives according to the word frequency. Then
we construct a label vocabulary of the remaining words and tag the label information
for each picture, therefore we can obtain the training data of label prediction network.
Figure 1 shows the part-of-speech distribution of Flickr8k-cn and Flickr30k-cn dataset
image labels.

The image label prediction network proposed in this paper consists of two parts,
one is a feature extraction network based on CNN, the other is a feature classification
network. as shown in Fig. 2



CIC Chinese Image Captioning Based on Image Label Information 111

Fig. 1. Part-of-speech distribution of Flickr8k-cn and Flickr30k-cn

Fig. 2. Image label prediction classification network

3.2 CIC: Label-Based Chinese Image Captioning Model

The Chinese image captioning model CIC proposed in this paper is composed of CNN
and L-LSTM. CNN is used as the encoder to extract image convolution features, and
L-LSTM is used as the decoder to decode the image convolution features to the target
descriptive sentences. Specifically, L-LSTM first accepts the image convolution feature
and ignores the output at this time. Then, after inputting a start symbol <Start> and a
predicted label feature, L-LSTM outputs a vector composed of the predicted probability
of the words in the vocabulary and selects the word with the highest probability as the
output. Then the word and the prediction label feature are used as the input of the next
time, and the prediction is continued until the end symbol <End> is predicted, and the
overall structure is shown in Fig. 3.
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Fig. 3. Overall CIC architecture

The encoder CNN in the CIC model is a neural network used to process grid data.
CNN model consists of a series of linear or non-linear transformation modules such as
convolution layer, pooling layer, and activation layer. DeepCNNmodel is generally used
to extract image features. After multiple times of convolution, pooling and activation of
image data, the extracted features are more abstract and more expressive, which make
breakthroughs in image classification, object detection, and other visual tasks. The CNN
used in this model is ResNet-152. ResNet-152 is the best performance of ImageNet 2015
Image Classification Competition.

4 Experiment

4.1 Datasets

The datasets used in this paper are Flickr8k-cn and Flickr30k-cn. Flickr8k-cn and
Flickr30-cn have been translated from English image caption datasets Flickr8k and
Flickr30k into Chinese by machine translation method in Reference [21]. The Flickr8k-
cn dataset contains 8,000 annotated images and 40,000 Chinese description sentences,
as shown in Fig. 5. The Flickr30k-cn dataset contains 30,000 annotated images and
150,000 Chinese description sentences as shown in Fig. 6. In this paper, Flickr8k-cn and
Flickr30k-cn are segmented according to the data segmentation method used in Kapa-
thy et al. [22]. Flickr8k-cn includes 6000 training data, 1000 verification data, 1000 test
data, Flickr30k-cn includes 28000 training data, 1000 verification data, 1000 test data
(Fig. 4).
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Fig. 4. Examples of Flickr8k-cn dataset

Fig. 5. Examples of Flickr30k-cn dataset

4.2 Experiment Details

The lab environment is configured as follows: Intel Xeon E5-2603 v4 processor, 64G
RAM, Nvidia Tesla k80 graphics card, operating system Ubuntu 16.03.1, development
language python 2.7, and deep learning framework tensorflow 1.6.
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Fig. 6. Comparison of Flickr8k-cn accuracy

The Flickr8k-cn training set includes 6000 images, 30000 Chinese descriptive sen-
tences, and 7784 words. The Flickr 30k-cn training set includes 28,000 images, 140,000
Chinese descriptive sentences, and 19735 words. In order to eliminate the interference
of low-frequency words, we empirically preserve the nouns, verbs, and adjectives that
appear at least twice in the five Chinese descriptive sentences of the same picture in Ref.
[20], and the words whose overall word frequency is more than 20 times are used as the
label vocabulary. Finally, the Flickr8k-cn label vocabulary contains 416 words, and the
Flickr30k-cn label vocabulary contains 1330 words.

Label prediction network parameter configurations, as shown in Table 1.

Table 1. Label prediction network configuration parameters

Parameter name Flickr8k-cn Flickr30k-cn

Batch size 256 256

Learning rate 0.001 0.001

Number of epochs 50 50

ResNet-152 image feature dimension 2048 2048

Number of hidden layer units 512 1024

Dropout 0.5 0.5

The Chinese Image Captioning Model CIC parameter configurations, as shown in
Table 2.
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Table 2. The Chinese image captioning model CIC configuration parameters

Parameter name Flickr8k-cn Flickr30k-cn

Batch size 100 100

Learning rate 0.001 0.001

Number of epochs 50 50

Number of L-LSTM units 512 512

ResNet-152 image feature dimension 2048 2048

Word embedding dimension 512 512

Label feature dimension 416 1330

Loss optimization coefficient α 0.2 0.2

4.3 Evaluating the Proposed Label Prediction Network

Tables 3, 4, and 5 show the results of micro_Precision@k, micro_Recall@k, and
micro_F1@k for different label prediction networks. FC-One represents the single-
layer fully connected network. FC-Two represents the two-layer fully connected net-
work. FC-Three represents the three-layer fully connected network. FC-PT represents
our proposed label prediction network. We take Flickr8k-cn label prediction network
results in Table 5 as an example to compare the proposed FC-PT network with FC-One,
FC-Two, FC-Three. Experiments show that with the increase of network depth, network
degradation occurs, that is, the accuracy and recall rate of the net decrease. The accu-
racy between FC-One and FC-Three decreases by 0.5% and the recall rate decreases by
0.57%. The FC-PT proposed in this paper is based on FC-Three network with residual
structure, which improves the accuracy and recall rate to 33.49% and 39.54%, respec-
tively. It shows that the proposed method can solve the problem of multi-layer label
prediction network degradation. But as a whole, the accuracy and recall rate of label
prediction network still have much room for improvement, which needs to be further
studied in the future.

Table 3. Label prediction network top1 results comparison

Flickr8k-cn Flickr30k-cn

Network
structure

micro_Precision@1 micro_Recall@1 micro_F1@1 micro_Precision@1 micro_Recall@1 micro_F1@1

FC-One 57.43% 13.56% 21.94% 46.10% 8.44% 14.27%

FC-Two 57.17% 13.50% 21.84% 45.73% 8.37% 14.15%

FC-Three 56.40% 13.32% 21.55% 44.89% 8.22% 13.89%

FC-PT 58.16% 13.73% 22.22% 46.39% 8.49% 13.36%
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Table 4. Label prediction network top3 results comparison

Flickr8k-cn Flickr30k-cn

Network
structure

micro_Precision@3 micro_Recall@3 micro_F1@3 micro_Precision@3 micro_Recall@3 micro_F1@3

FC-One 41.29% 29.25% 34.24% 35.39% 19.43% 25.09%

FC-Two 40.99% 29.04% 34.00% 34.65% 19.03% 24.57%

FC-Three 40.78% 28.89% 33.82% 34.60% 19.00% 24.53%

FC-PT 41.47% 29.38% 34.39% 35.45% 19.47% 25.13%

Table 5. Label prediction network top5 results comparison

Flickr8k-cn Flickr30k-cn

Network
structure

micro_Precision@5 micro_Recall@5 micro_F1@5 micro_Precision@5 micro_Recall@5 micro_F1@5

FC-One 33.12% 39.11% 35.87% 29.92% 27.39% 28.60%

FC-Two 33.08% 39.06% 35.82% 29.56% 27.06% 28.25%

FC-Three 32.72% 38.63% 35.43% 29.01% 26.56% 27.73%

FC-PT 33.49% 39.54% 36.26% 30.34% 27.77% 29.00%

Figure 7 specifically illustrate that portion of the Precision in the table. As shown
in Fig. 7, the prediction accuracy of the network decreases with the increase of network
depth, and the network FC-PT proposed in this paper adds a residual structure on the
basis of FC-Three, which improves the prediction accuracy and verifies the effectiveness
of the method proposed in this paper.

Fig. 7. Comparison of Flickr30k-cn accuracy
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4.4 Evaluating the Proposed Chinese Image Captioning Model (CIC)

The proposed Chinese image caption network CIC is compared with CNIC-Ensemble in
Ref. [17] and sentence rearrangement-MLP in Ref. [18]. As shown in Table 6, BLEU4,
ROUGE-L, and CIDEr are greatly improved. Compared with CNIC-Ensemble, the
experimental results are improved by 5.9%%, 2.1%, and 22.6%, and compared with
sentence rearrangement-MLP, the experimental results are improved by 1.7%, 1.7%,
and 2.4%. First, the improvement of Bleu indicates that the generated sentence has more
co-occurrence words with the reference sentence, and the description is more accurate.
Second, the improvement of ROUGE-L indicates that the generated description has
higher accuracy and recall rate. Again, a significant increase in the CIDEr indicates that
the generated sentence is more similar to the reference sentence. As shown in Table 7,
CIC also performs well on Flcikr30k data. The CIC proposed in this paper has achieved
the best results on Flickr8k-cn and Flickr30k-cn due to the existing Chinese image
captioning model.

Table 6. Comparison of Flickr8k-cn Chinese image caption networks

Method BLEU4 ROUGE-L CIDEr

NIC19 18.7 44.2 27.9

CNIC-Ensemble 19 20.5 45.4 30.1

Google Model 20 23.6 44.8 47.4

Word rearrangement-MLP 20 23.4 44.9 47.2

Sentence rearrangement-MLP 20 24.7 45.8 50.3

CIC 26.4 47.5 52.7

Table 7. Comparison of Flickr30k-cn Chinese image caption networks

Method BLEU4 ROUGE-L CIDEr

NIC19 – – –

CNIC-Ensemble 19 – – –

Google Model 20 18.2 40.0 32.5

Word rearrangement-MLP 20 18.0 39.9 32.5

Sentence rearrangement-MLP 20 20.0 41.9 35.6

CIC 19.9 42.0 38.1
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5 Conclusion and Future Work

We propose a label-based image captioning model CIC in this paper. Firstly, a label
prediction network is proposed to capture the image label features, which effectively
solves the problem of network degradation with the deepening of the number of label
prediction network layers. Secondly,wepresent anL-LSTMarchitecture, inwhich image
label features are input into the image caption network. However, the model proposed
in this paper still has room for improvements. In the aspect of label prediction network,
it will continue to improve the accuracy of label prediction network and try to use
high-quality label features to generate descriptive sentences. In image caption network,
more network architectures can be constructed, such as introducing image local features
through the attentionmechanism to further improve all aspects of the generation network
indicators.
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