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Abstract. Data fusion can make use of information from different sources or dif-
ferent representations to describe the target more accurately, which has important
research significance. Aiming at the network-running node may be attacked or
there is measurement error, this paper comprehensively utilizes the information
of each node, and proposes a resource consumption attack identification method
based on node multi-dimensional data fusion. First, construct a correlation matrix
between nodes, identify normal nodes and possible abnormal nodes, and assign
different weights to each node. Then, calculating the support of the node’s system
attributes for the attack type, and adopting the D-S evidence theory to effectively
identify the network attack. The simulations demonstrate the effectiveness and
certain advantages of the proposed algorithm.

Keywords: Resource consumption attack · Correlation analysis · Data fusion ·
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1 Introduction

The ultimate threat of various attacks or normal behavior peaks is the availability of the
network-operating environment, and the availability of the network depends mainly on
the occupancy of various network resources, such as network bandwidth, throughput,
storage and computing resources. Network resource consumption attacks generally refer
to hackers using reasonable service requests to preempt excessive system resources, so
that other normal users cannot obtain sufficient resources, causing the system to stop
responding to service requests. In the case of a terminal server, since resources such
as bandwidth, computing power, and storage have certain limitations, when a hacker
generates an excessive number of network server requests, a large amount of resources
of the terminal server are abused by the terminal, and normal users cannot use the
service. Resource-consumption attacks are always accompanied by anomalies in the
system attributes of each node, while nodes do not exist independently in the network
environment, and the attribute changes of each node have potential relevance.
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Data fusion is a multi-level and multi-faceted processing process, which involves
detecting, correlating, combining and estimating data to improve the estimation accuracy
of states and characteristics, and then obtain a more accurate description of the perceived
objects. The current data fusion methods can be roughly divided into two categories:
probabilistic statistics methods and artificial intelligence methods. Among them, the
probabilistic method mainly has the following types: the first is the weighted average
method using the simplest and most intuitive mathematical operation fusion; the second
is the Kalman filter method used for real-time fusion of dynamic low-level redundant
data; the third is the multi-Bayesian estimation which minimizes the likelihood function
of the associated probability distribution function; the fourth is the D-S evidence theory
applicable to the inference of uncertain problems. The artificial intelligence mainly
includes: fuzzy logic theory based onmulti-valued logic reasoning, combined calculation
based on fuzzy set theory; neural network method using data processing capability and
automatic reasoning ability of neural network to realize data fusion and so on. Each
of these methods has its application, and D-S evidence theory can express the correct,
incorrect and uncertain probabilities at the same time, and has certain advantages in
dealing with the uncertainty of data.

Therefore, this paper proposes a resource consumption attack identification method
based on node multi-dimensional data fusion. The research contents and innovations of
this paper are as follows:

(1) According to the correlation analysis, construct a correlation matrix between nodes
to distinguish between normal nodes and nodes that may be attacked. Then, using
the system attribute information of the node, the node data is transformed into the
evidence in the D-S evidence theory.

(2) Using the D-S evidence theory, the individual evidence is distributed according to
the basic probability of the node, and the network resource consumption attack is
effectively identified.

2 Related Work

Network attacks can be divided into two categories: 1) Using information system secu-
rity vulnerabilities to bypass information system security protection measures and enter
information systems to achieve the purpose of controlling information systems. Such
attacks are generally called control attacks. 2) Although such a network attack cannot
control the information system, the information system’s service capability is degraded
or the service capability is completely lost due to the large consumption of informa-
tion system resources, such as memory resources, computing resources, bandwidth
resources, and the like. Such attacks are generally called resource consumption attacks.
The resource consumption attack is mainly to exhaust a certain network resource. In the
attack process, the terminal server attacks the terminal server, and the terminal server’s
CPU, memory, communication link and other resources are overloaded. The traditional
means of network resource consumption attack countermeasures are intrusion detection
and intrusion response. For example, the detection method based on anomaly detection
can be used for detecting network resource consumption type attacks.
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Palmieri F et al. [1] proposed a two-stage anomaly detection strategy, using indepen-
dent component analysis modeling as a blind source separation problem, and construct-
ing a baseline traffic distribution, thereby transforming network attack detection into
anomalous/normal classification problem. Aborujilah A et al. [2] focused on the impact
of DoS attacks on CPU power performance and network bandwidth. In order to evaluate
CPU and bandwidth power performance, real flood attacks were implemented in dif-
ferent scenarios. Harshaw C R et al. [3] proposed a graph parsing method for detecting
network stream data anomalies, which represents a time slice of traffic as a graph, and
identifies an abnormal interval by performing anomaly detection on the graph primitive
count sequence.

Palmieri F et al. [4] proposed a network-based anomaly detection method based
on the analysis of non-fixed attributes and the “hidden” recurrence pattern that occurs
in aggregated IP traffic flows. Recursive quantitative analysis was used to explore the
hidden dynamics and temporal correlation of statistical time series. A Chaudhary et al.
[7] used the ability to deeply learn the topological features of social networks to detect
anomalies in email networks andTwitter networks, and proposed amodel neural network
model and applied it to social contact graphs. Considering the combination of various
social network statistical measures, the structure and function of the abnormal nodes are
studied by using deep neural networks on them, which found that the hidden layer of
the neural network plays an important role in discovering the impact of statistical metric
combinations in anomaly detection.

X. Chun-Hui et al. [8] proposed an adaptive method based on the iForest algorithm.
Some feature extractors are constructed by statistical methods to highlight different
anomalous behaviors in different indicators, and then the extracted feature data is used for
iForest construction and prediction. Combined with a specific feature extractor, you can
eliminate periodic effects or specify peaks or valleys to accommodate different metrics.
Rapid detection of large data sets with the iForest algorithm with linear time complexity
and low memory requirements. R. Liu et al. [9] proposed a network anomaly detection
method (NAD-NNG) based on the idea of natural neighborhood graph. In order to elim-
inate noise points or mark erroneous points and reduce the time complexity of anomaly
detection, the algorithm clusters the normal data set using a natural neighborhood map,
and adaptively obtains a percentage value β for setting an abnormal threshold.

Q. Su et al. [10] proposed a genetic algorithm based on Management Information
Base (MIB) to detect network anomalies. The algorithm is based on the classification
theory using integrated IF-THEN rules, proposes a new chromosome-coding scheme,
and discusses a new charging function design method. Ç. Ateş et al. [11] proposed a
new method for network anomaly detection based on the probability distribution of
header information. The Greedy algorithm is used to calculate the distance between the
header distributions to reflect the main features of the network, eliminating some of the
requirements associated with Kullback-Leibler divergence. The support vector machine
classifier is then used during the detection phase to reduce the false alarm rate and adapt
the system to different networks.

The traditional attack detection technology focuses on system intrusion detection,
anti-virus software or firewall of the user network. The biggest problem is that when the
attack data stream reaches a peak, a large amount of data is collected on the victim side,
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and there is no effectiveway to filter the data. Thus, the user network can only be in a state
of passive defense. In order to effectively prevent attacks on the victim side, it is neces-
sary to find the attack behavior at an early stage. However, it is difficult to distinguish
normal users and attack data in the early stage of the attack, which brings difficulties for
resource consumption attack identification. In addition, once the attack occurs, whether
the malicious data seriously affects the victim, the data has been transmitted in the net-
work, causing actual waste of network resources. Because resource consumption attack
types are complex and versatile, it is unrealistic to detect whether a single packet is a
malicious attack. Therefore, we analyze the trend of node resources in the network and
the correlation between them to achieve early detection and identification of resource
consumption attacks.

3 Data Fusion Algorithm

3.1 Algorithm Flow

This paper proposes a resource consumption attack identification method based on node
multi-dimensional data fusion. According to the resource consumption type attacks
that may exist in the network, the correlation matrix between the nodes is constructed
according to the correlation analysis, and the normal nodes and the nodes that may be
attacked are distinguished. Then, the system attribute information of the integrated node
is used to convert the node data into evidence in the D-S evidence theory. Finally, using
the D-S evidence theory, each evidence is distributed according to the basic probability
of the node, so as to effectively identify the resource-consuming attack. The specific
steps of the algorithm are as follows, as shown in Fig. 1.

Input: system attribute data of the node.
Output: resource consumption attack identification result.
Step 1: construct a correlation matrix of nodes by using the maximum information
coefficient, and identify possible abnormal nodes;
Step 2: Integrate all node information, convert the node data into evidence in D-S
evidence theory, and assign different weights to different evidences to describe the
credibility of each evidence;
Step 3: According to the basic probability allocation BPA evaluates the source of
evidence, so as to effectively identify the resource-consuming attack.

3.2 Basic Probability Allocation Based on Correlation Analysis

According to the possible existence of attack behavior in the network, the correlation
matrix between nodes is constructed according to the correlation analysis to distinguish
the normal node from the node that may be attacked. Then, the system attribute infor-
mation of the node is comprehensively utilized to convert the node data into evidence.
Different weights are assigned to describe the credibility of each evidence. The treatment
of conflict evidence is to assign smaller weights instead of removing conflict evidence,
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Fig. 1. Overall flowchart of the algorithm

mainly for two reasons: (1) When the amount of evidence is small, it is impossible to
determine which evidence is conflict evidence, and appropriate weight can reduce the
negative impact of conflict evidence on the fusion result. When the number of evidence
is large, the weight of the conflict evidence will be approximately zero, and its impact on
the fusion result is negligible. (2) Unless it is impossible to determine which evidence is
conflict evidence or which raw data is erroneous data before knowing the correct deci-
sion, and because of the universality of noise in the data, the fusion rule must be able to
adapt to the existence of conflict evidence.

Suppose the network has a certain number of nodes, each of which has a series
of system attributes such as CPU utilization, latency, bandwidth, packet loss rate, and
number of connections. First, the correlation between nodes is calculated using the
maximum information coefficient, thereby constructing a node correlation matrix. Note
that the attribute of a node si at a certain time is a random variable sX , and the attribute
of the other node sj in the same time is a random variable sY , so that a finite data set D
is formed between any two nodes, D = {sX , sY }. The correlation of nodes si and sj can
be calculated as follows:

Sim
(
si, sj

) = max
a∗b<B

{
M (D)a,b

} = max
a∗b<B

{
I∗(sX , sY )

log min{a, b}
}

(1)

Where 1 < B ≤ N 1−ε, 0 < ε < 1. In general, ε = 0.4 can be used to obtain better
results, so B = N 0.6 is taken in this paper. a ∗ b represents a different division of the
data set D, and I(sX , sY ) represents mutual information of the random variables sX and
sY .

I(sX , sY ) ≈ ID|G(sX , sY ) =
∑b

j=1

∑a

i=1
ρ(x,y)(i, j) log

ρ(x,y)(i, j)

ρx(i)ρy(j)
(2)

Where ρx(i) ≈ nx(i)
N , ρy(j) ≈ ny(j)

N , ρ(x,y)(i, j) ≈ n(x,y)(i,j)
N , nx(i) is the number of

samples falling into the i-th division grid of the random variable sX , ny(j) is the number
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of samples falling into the j-th division grid of the random variable sY , n(x,y)(i, j) is the
number of samples that fall into the i-th division grid of the random variable sX and the
j-th division grid of the random variable sY at the same time.

According to the correlation matrix, the normal node set and the possible abnormal
node set are distinguished, which are respectively recorded as S0 and S1.

Sim(si) = 1

n − 1

∑n−1

j=1
Sim

(
si, sj

)
(3)

Sim = 1

n

∑n

i=1
Sim(si) (4)

Where Sim(si) represents the overall correlation of the node si in the network, n
represents the number of nodes in the network, and Sim represents the average correlation
of all nodes in the network. Put all the nodes of Sim(si) ≥ Sim into the set S0 and mark
them as normal nodes, put all the nodes of Sim(si) < Sim into the set S1 and mark them
as possible abnormal nodes.

Then, the set of node system attributes associated with each resource-consuming
attack type is recorded as V = {V1,V2, · · · ,Vk}. The evidence generated by each node
is calculated for the mass function generated by different attack types as follows:

m(si) =
∑k

j=1
βij (5)

βij = Vj
i − Vj

Vj
max − Vj

min

(6)

Where βij represents the support degree of the j-th system attribute of each node to

the attack type, Vj
min andV

j
max respectively represent theminimum andmaximum values

of the j-th system attribute of the normal node set S0, Vj denotes the average value of the

j-th system attribute of the set S0, and V
j
i represents the j-th system attribute value in the

node si that is higher than the average of the set S0. Because the resource consumption
attack behavior is mainly to maliciously seize the system resources, the node attribute
value is too high, so this paper only considers the attribute higher than the average value
of the normal node.

So far, n pieces of evidence are generated by n nodes. The resource usage anomaly
caused by the resource consumption attack behavior is mainly manifested in the system
attribute of the abnormal node, and the normal node has a relatively small effect on the
attack type identification. In order to further improve the fusion precision, the weight
of the evidence generated by each node will be calculated and used as the correction
coefficient of the evidence.

wi =
∑n

i=1 Sim(si)

Sim(si)
(7)

Finally, using the correction factor to normalize the weighted correction of each
evidence, the BPA of the revised evidence is as follows:

m′(si) = wim(Si)
∑N

p=1 wpm
(
Sp

) (8)
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The evidence theory was first proposed by Dempster, who gave the concept of upper
and lower probabilities and gave the principle of synthesis of two independent sources of
information. Later, his student Shafer further improved and perfected his theory. There-
fore, the evidence theory is also called Dempster-Shafer evidence theory, referred to
as D-S evidence theory. The core content of D-S evidence theory is “evidence” and
“combination”. “Evidence” refers to data containing uncertain information. “Combina-
tion” refers to the synthesis rule. The synthesis formula can combine the information
represented by the data to get more reliable and effective conclusions, which makes D-S
evidence theory widely used in many fields such as financial analysis and intelligence
analysis.

The following introduces the basic concepts of D-S evidence theory:

(1) Identification framework

Suppose there is a finite set of non-empty hypotheses Θ as the identification frame-
work for evidence theory, consisting of N mutually exclusive hypotheses, defined
as:

Θ = {H1,H2, · · · ,HN } (9)

Where N is the number of hypotheses in the recognition system, H is to identify
each hypothesis in the system, and all decision plan sets made by the system are a subset
of the power set 2Θ of the identification framework Θ .

(2) Basic probability allocation

The basic probability allocation (BPA) under the identification framework Θ is a
function under the mapping m: 2Θ → [0, 1], which satisfies the following constraints:

{
m(∅) = 0∑

A⊆Θ m(A) = 1
(10)

Where A is a proposition containing one or more hypotheses in the identification
framework Θ , m(A) represents the degree of support of the evidence for Proposition A,
and any proposition A that satisfies m(A) > 0 is called a focal element.

(3) Belief function

The belief function (Bel) of Proposition A indicates the degree of trust in the event
that Proposition A is true. The trust function under the identification framework Θ is
defined as:

Bel(A) =
∑

B⊆A
m(B) A,B ⊆ Θ (11)

Among them, A and B are propositions in 2Θ , and m is the basic probability distri-
bution function on Θ . If an interval is used to indicate the strength of support for any
one proposition, then the belief function is the lower bound of this interval.
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(4) Plausibility function

The plausibility function (Pl) under the recognition framework Θ is defined as:

Pl(A) =
∑

B∩A�=∅ m(B) A,B ⊆ Θ (12)

Among them, A and B are propositions in 2Θ , and m is the basic probability distri-
bution function on Θ . If an interval is used to indicate the strength of support for any
one proposition, then the belief function is the upper bound of this interval.

(5) Synthetic rule

Assuming thatm1 andm2 are two independent basic probability distribution functions
defined on the identification framework, set A,B,C ⊆ Θ , then the Dempster synthesis
rule is defined as:

m(A) =
{ ∑

B∩C=A m1(B)·m2(C)

1−k , A �= ∅
0, A = ∅ (13)

Where k is the evidence conflict factor. When k = 1, the evidence completely
conflicts, and the denominator of the synthetic rule formula is 0, and the synthesis rule
loses itsmeaning. In the case of 0 < k < 1, the basic probability allocation of Proposition
B and Proposition C can be fused using a synthesis rule.

Because the evidence theory can deal with the uncertainty of the data well, and
can express the correct, incorrect and uncertain probabilities at the same time, it is
very suitable for the identification of network resource-consuming attacks. Based on
evidence-based fusion formulas, one or more sets of evidence can be combined into a
new piece of evidence.

3.3 Resource Consumption Attack Identification Method Based on Data Fusion
with D-S Theory

Since the nodes in the network may not only be subjected to various attacks, the data
may have different degrees of measurement errors. Therefore, the attack behavior needs
to be identified for subsequent better prevention. In this paper, the D-S evidence theory
is used to distribute and fuse each evidence according to the basic probability of nodes
to effectively identify network resource consumption attacks.

First, the BPA evaluates the source of evidence according to the basic probability,
and calculates the trust function and likelihood function of each proposition; Secondly,
the interval number is constructed by the trust function and the likelihood function to
obtain the trust interval of each proposition; Finally, using the D-S evidence theory,
the individual evidence is distributed according to the basic probability of the node, by
sorting the results of the aggregation, the recognition result of the resource-consuming
attack is obtained.
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4 Simulation and Analysis

The simulation uses the public dataset to verify the algorithm, which is compared with
the classical D-S evidence theory algorithm [12] and the recent improved algorithm [13,
14]. It proves that our algorithm is effective in solving the evidence conflict problem and
has a high correct rate. The experimental algorithm is written in Python language and
implemented in the operating environment of ASUS notebook (CPU 1.80GHz, memory
8GB, hard disk 512GB SSD, Win10 operating system).

(1) Public datasets

In order to verify the accuracy and validity of the algorithm fusion results, the algo-
rithm is validated by Iris dataset [5] and KDD CUP 99 dataset [6]. The Iris dataset
contains 150 data, divided into 3 categories, 50 data per category, and each data contains
4 attributes. Use the attributes of flower length (SL), flower width (SW), petal length
(PL), and petal width (PW) to predict the flower belongs to which category. The KDD
CUP 99 dataset is a nine-week network connection data collected from a simulated US
Air Force LAN, containing one normal identification type and 22 training attack types.
Each connection record contains 41 fixed feature attributes and a class identifier. The
identifier is used to indicate whether the connection record is normal or a specific attack
type (Table 1).

Assuming the identification frameworkof the Iris data setΘ = {S,E,V }, the existing
four evidences are the attribute length (SL), the width of the flower (SW), the length of
the petal (PL), and the width of the petal (PW), which BPA are expressed as follows:

Table 1. The BPA of different resources

Resource BPA

SL m1(S) = 0.41,m1(E) = 0.29,m1(S,E) = 0.3

SW m2(S) = 0.58,m2(E) = 0.07,m2(S,V ) = 0.35

PL m3(S) = 0.3,m3(E) = 0.15,m3(S,E) = 0.2,m3(S,V ) = 0.35

PW m4(S) = 0.2,m4(E) = 0.3,m4(S,V ) = 0.5

It can be seen that all the evidence supports the proposition S is relatively large, so
the fusion result should support the proposition S. The comparison between the classic
D-S improved algorithm and the recent improved algorithm and the proposed algorithm
fusion result is shown in Fig. 2. All algorithms have the highest support for Proposition
S. Among them, the support of the proposed algorithm for the propositions S, E and
V are 0.6261, 0.2023 and 0.1716 respectively, and the support of the proposition S is
significantly higher than the proposition E and the proposition V . Moreover, the support
of our algorithm for correct proposition S is 46.08%, 30.11% and 12.39% higher than
that of Yager, Zhao and Jiang respectively. It can be seen that the algorithm of this paper
can correctly process the Iris data set.
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Fig. 2. Iris dataset fusion result

In addition, the accuracy of data fusion results relative to real results (Accuracy) is
used as the evaluation index of the algorithm. Each experimental result is obtained from
the average of 10 data sets each consisting of 100 sample points. The accuracy of fusion of
abnormal points at different scales is shown in Fig. 3 and Fig. 4. As shown in Fig. 3, when
there is no abnormal evidence, the accuracy of the algorithm is 89.3%, 92.5%, 93.1%,
95.7%. The accuracy of our algorithm is the highest, which is 7.16%, 3.46% and 2.80%

Fig. 3. Accuracy of the Iris dataset
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higher than the other three algorithms. The accuracy of the four algorithms gradually
decreases with the increase of the proportion of abnormal evidence, but the decrease of
our algorithm is the slowest. As shown in Fig. 4, when all data are normal, the algorithm
accuracy rates respectively are 83.1%, 87.5%, 89.1%, and 92.7%. The accuracy of the
four algorithms decreases with the increase of the proportion of abnormal evidence, but
our algorithm has the slowest decline rate. When mixed with 50% abnormal evidence,
the accuracy rate remains at 61.6%, which is 64.7%, 24.9% and 14.9% higher than other
algorithms. It can be seen that our algorithm can better deal with abnormal evidence and
obtain higher recognition accuracy.

Fig. 4. Accuracy of the KDD dataset

5 Conclusion

Aiming at the network running node may be attacked or there is measurement error, this
paper comprehensively utilizes the information of each node, and proposes a resource
consumption attack identification method based on node multi-dimensional data fusion.
Using correlation, the normal nodes and possible abnormal nodes are divided, and each
node is assigned different weights, thus converting the nodes into evidence in D-S evi-
dence theory. Then, according to the basic probability distribution function of the node to
the attack type, the D-S evidence theory is used for fusion, and the resource consumption
type attack is effectively identified. The simulation is carried out on the public datasets.
The effectiveness and certain advantages of the proposed algorithm are proved by com-
paring the correctness of the algorithm and the comparison algorithm. The algorithm
in this paper can realize the identification of resource-consuming attack types, but its
fusion accuracy rate needs to be improved. The next step is to conduct in-depth research
on this aspect.
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