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Abstract. In this paper, we apply a data-driven approach to analyse the
temporal characteristics of charging sessions performed at a slow charg-
ing infrastructure. By using the variable selection ability of the Lasso
method, combined with the bootstrap driven post-selection inference, we
evaluate measures quantifying the potential impacts of charging infras-
tructure surroundings. We derive the description of the surroundings
of the charging infrastructure from several publicly available datasets,
representing social, demographic, business and physical environments.
From the temporal characteristics, we focus on the average and stan-
dard deviation of the connection and charging time. We uncover a non-
linear relationship between the connection time and the charging time.
The main driving factors behind the connection time are linked with the
employment-related predictors and certain types of traffic influencing the
variation of the connection time. The charging time is mainly affected
by the economic wealth of residents. This study extends the knowledge
about the electric vehicle driver charging behaviour and can be used to
inform charging infrastructure deployment strategies.
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1 Introduction

It is expected, that the electrification could contribute to the decarbonisation of
transport and energy systems. With potentially zero emissions, electric vehicles
(EVs) are an alternative to internal combustion engine (ICE) vehicles, addition-
ally decreasing the noise pollution [1].

Charging behaviour of EV drivers is not aligned with the refuelling patterns
of ICE vehicles. The fast charging stations, primarily used for long trips, are
not as well utilised as slow charging stations [2]. According to [3], 95% of public
charging infrastructure will be slow charging stations in 2030, compared to the
current 70%. Hence, more research is required to better understand the charging
patterns observed at a slow charging infrastructure.

1.1 Previous Relevant Work

Slow charging stations, compared to fast charging stations, offer higher flexibility
to the electrical grid, as often just a fraction of the time that an EV is plugged
into a station, is really used for charging. The length of the period when an EV
is plugged into a charging station is here referred to as connection time. The part
of this period during which is the EV receiving energy is denoted as the charging
time. The difference between the connection and the charging time, called an idle
time, may take longer than the charging time, e.g. due to the use of free parking
at charging stations, forcing other EV drives to search for charging opportunities
elsewhere, while decreasing the utilisation of charging infrastructure.

Although there have already been studies utilising GIS data, typically they
do not use a broad range of predictors and are limited to datasets with a small
number of charging events. Often, data-driven studies use GPS data from vehi-
cles with a combustion engine to build the EV charging infrastructure [16], but
this can lead to inaccurate results as the behaviour of EV users may differ.
In recent years, also data-driven studies utilising larger EV charging datasets
have emerged [31], proposing how to expand the existing charging infrastructure
while aiming at its efficient use. A review paper [9], explores the preferences of
EV users in relation to charging infrastructure while reporting on papers that
include socio-economic and GIS data which are utilised to improve the location
of public charging infrastructure. Among the first publications utilising socio-
economic data for charging station placement is Ref. [8], where authors aim at
covering the night- and day-charging demand. A GIS based charging station
location approach, considering a few GIS criteria mostly related to risk, is pro-
vided in [7]. Another GIS data-based study proposing a methodology on how
to locate EV charging stations at both, low-and high-level spatial scales, was
provided in [5].

In [17] authors addressed the problem of estimating idle times while applying
the Random Forest, Gradient Boosting and XGBoost methods using character-
istics of charging sessions as predictors. The most influential predictors turned
out to be start time of charging sessions, ID of EV drivers identification card,



162 M. Straka et al.

and total charged energy. The only predictor used in the study that is describ-
ing the surroundings of charging infrastructure was the type of the closest road
segment. A similar analysis including more factors characterising the vicinity of
charging infrastructure was conducted by Pevec et al. [25]. Authors use histori-
cal charging data, GIS data as points of interests and driving distances between
charging stations to predict the utilisation of charging infrastructure and provide
recommendations where to deploy charging stations.

Prediction of the EV charging infrastructure popularity with GIS data and
charging infrastructure parameters by logistic regression with I; regularisation,
Gradient Boosted Regression Trees and Random Forests methods was performed
in [28]. Together with the predictive ability of the methods, authors also eval-
uated the influence and significance of individual predictors using the logistic
regression with [y regularisation, where the largest impact was attributed to
the residential areas and charging infrastructure parameters such as the roll-out
strategy, maximum charging power and the number of other charging stations
located in the proximity. Authors in [30] performed a similar study to explore
the relationship between the energy consumption of charging infrastructure using
the Lasso method and the GIS data describing the charging infrastructure envi-
ronment. The most influential factors identified by this study are pointing at
the economic prosperity of inhabitants living and working in the proximity of
the charging infrastructure. Authors also applied various stratification of the
charging infrastructure, where the city size returned the most promising results.

1.2 Owur Contribution

In this paper, we extend the previous studies [28,30], by analysing the temporal
characteristics of charging sessions. We use the Lasso method combined with the
post-selection inference to identify the predictors characterising the surroundings
of the charging infrastructure that are potentially influencing the temporal prop-
erties of charging sessions, specifically the connection and the charging time and
their variability. Moreover, the identified features are interpreted and compared
with the previous studies.

2 Data

2.1 Terminology

A document [21], issued by the Dutch authorities, proposes a unified terminology
for the electromobility field. It states that a charging station may consist of
several charging points. A charging point must be equipped by at least one
connector, where only one connector can be used at time to charge an EV.
The term charging pool denotes a set of charging stations, which share the
same address and the same operator. Since we are interested to investigate the
influence of surroundings of charging infrastructure, we consider charging pools
as the study objects.
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2.2 EVnetNL Dataset

The EVnetNL dataset contains over one million charging transactions, performed
on around 1700 charging pools, by more than 50000 EV drivers. The charging
pools are spread across the whole Netherlands. The first transaction was recorded
in January 2012 and the most recent one in March 2016. The dataset consists
of two database tables, the first is named Charging transactions. The second,
named Meterreadings, contains meter reading records collected with a frequency
of 15 min. All the charging pools offer slow charging, with the maximum charging
power of 11 kW. In the analysis we consider only transactions performed in 2015,
as this is the first and the only complete year, contained in the EVnetNL dataset
when the number of EV drivers and charging pools was relatively stable. A more
detailed description of the dataset can be found in Ref. [30].

2.3 Geospatial Datasets

We gathered open GIS data from various sources to model the surroundings
of charging pools. Table1 provides a brief overview of the used datasets. More
elaborated descriptions are available in Ref. [30].

Table 1. Overview of collected GIS datasets.

Dataset Brief description Source
Population cores Detailed population data at the resolution of |[20]
municipalities

Neighbourhoods Population data aggregated to the level of [19]
statistical units called neighbourhoods

Land use Land use data (organised in 25 categories) (18]
modelled by high resolution polygons

Energy Aggregated natural gas and electricity [6]
consumption of companies and households

Liveability General index describing the quality of living |[13]
in 5 categories (housing, residential area,
services, safety, and living environment) at
the level of neighbourhoods

Traffic flows Database of traffic volumes (cars, buses and | [26]
trucks) on individual road segments

LandScan Ambient population density in the raster [15]
format

OpenStreetMap OpenStreetMap (OSM) points of interest [23]
(POI)

Charging pools 2015 | Locations of charging pools in 2015 [22,24]




164 M. Straka et al.

3 Methods

3.1 Data Processing

The GIS data were processed using circular buffers with 350 m radius centred
at the locations of charging pools. Predictors were extracted from the data in
vector and raster formats using attribute values and estimating their values for
the buffer areas by applying the methodology which is detailed in [29]. From
the POI data, the minimum distance from the charging pool to the POI and
the number of POIs inside the buffer were calculated. From the GIS data, we
obtained a matrix with 195 predictors.

The following response vectors were extracted from the EVnetNL dataset:
average connection time, standard deviation of connection time, average charging
time and the standard deviation of charging time. To obtain these quantities we
grouped the charging transactions by charging pools and calculated the elements
of response vectors, one for each charging pool.

Based on [4,12,14] we formed a data processing procedure displayed in Fig. 1.
First, we excluded from further analysis predictors with more than 95% zero
values, i.e. those which carry a small information value [14, p. 44]. To mitigate
the multicollinearity we at first removed the predictors with Pearson’s correlation
coefficient p > 0.95, and in the next step iteratively removed predictors with
highest variance inflation factor (VIF) value, until all the VIF values were below
10. After exploring the basic transformations from the set \/y,log(y), 2,93 to
the response vector y with the ordinary least squares (OLS) model, we found
out the transformation log(y) returned the highest R2. So from now on, we will
consider the response variable y to be log transformed. After the processing, the
data matrix has 1256 rows (observations) and 119 columns (predictors).

Predictor matrix, X Response vector, y
-
Remove predictors with N Evaluate
more than 95% zero values transformations of y
J—"
e \ 4

Remove predictors with
p20.95 Analyze influential points

¢ J

Iteratively remove
predictors with VIF > 10

| I

Fig. 1. Data processing procedure.
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3.2 The Lasso Method and Statistical Inference

For the collection of n observations of predictor and response variables
{(x;,y:)}1, the Lasso method [12, p. 219] solves the following optimisation
problem

1 & P P
minimize -— Z(yz — ﬂo — injﬁj)z + )\Z |ﬁj‘ s (1)
= j=1 j=1

Bo,B 2n =

where A > 0 is the hyperparameter, the scalar Gy (intercept) and the vector
(8 are optimisation variables, also called regression coefficients. The first term
represents the least squares objective function and the second is the penalty
function. Hence, the parameter A\ determines a trade-off between the goodness
of the fit and the number regression coefficients with non-zero value (variable
selection).

We determine the value of the hyperparameter A in Eq. (1) using the k-fold
cross-validation [10], where we select the A with the smallest MSE, denoted as
AV and the corresponding coefficients we denote as BSJ V' and BCV.

Due to the adaptive nature of the Lasso method, it is difficult to estimate the
p-values. From the available approaches, we selected the bootstrap [10, p. 142],
which was also recommended as a suitable method for assessing the stability of
coefficient after the application of the Lasso method in [11]. With the bootstrap,
we create a number samples of the original dataset and we apply k-fold cross-
validation to each of them. This gives us an estimate of the distribution of
regression coefficients BCV. For each coefficient, we evaluate the number of cases
when the coefficient took a non-zero value and the consistency of its sign to
assess the significance of the corresponding predictor [10, p. 153].

4 Results

4.1 Software Libraries and Settings

The data were processed in R language with packages sf, raster and osmar and
we used the implementation of the Lasso method in the glmnet package. The
number of folds in the cross-validation was set to 10. To determine the value
of the hyperparameter A by the cross-validation procedure combined with the
Lasso method, we searched through the values 10°, for i ranging from —4 to 0,
in steps of 0.02. To sample the distribution of regression coefficients, we used
1000 bootstrap samples of the data as the input for the Lasso method.
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4.2 Preliminary Analyses

We examined the distribution of all four response vectors, which we display in
Fig. 2. It should be noted that the connection time is longer and varies more than
the charging time. When looking at individual charging sessions, the charging
time is similar to connection time mostly in cases when the connection time is
short. This can be seen in Fig. 3, which shows a nonlinear relationship between
the connection time and the charging time. To improve the readability of the
scatter plot, we used the log-normal scale. Different charging rates of EVs and
a simple fact that afterwards an EV is fully charged the connection time grows
while the charging time does not, shape the nonlinear relationship.
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Fig. 2. Histograms of considered response variables attributed to charging pools after
applying the function logio(y). A The average connection time. B The standard devi-
ation of the connection time. C The average charging time. D The standard deviation
of the charging time.

In Table 2 we show the coefficient of determination R? of the fit between the
individual response vectors and the predictor matrix using the ordinary least
squares method. It is notable that with the available data the connection time
is better explainable than the charging time.
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Fig. 3. Scatter plot of the average charging time vs. the average connection time at
charging pools after applying the function logio(y). The log-normal scale improves
the readability of the plot and emphasises a nonlinear relationship between these two
quantities.

Table 2. The R? obtained by regressing the response vectors with the predictor matrix
using the ordinary least squares method.

Response vector R?

Average connection time 0.327

Standard deviation of connection time | 0.304

Average charging time 0.252

Standard deviation of charging time | 0.163

4.3 Explaining the Temporal Characteristics of Charging Sessions
with the Surroundings of the Charging Pools

To be able to compare multiple regression coefficients and to evaluate the influ-
ence of individual predictors, we standardised each element of BCV by dividing it
by the sample standard deviation of the corresponding predictor bootstrap sam-
ple. Standardised coefficients value shows, how much does the response changes
if a predictor changes by one standard deviation. With the absolute value of a
standardised coefficient increases the corresponding predictor’s potential impact
on the response variable [27, p. 372].

The sign of some regression coefficients tends to change across samples, which
can be attributed to the low significance of the corresponding predictors and
the simultaneous selection of correlated predictors [10, p. 144]. Therefore, we
consider as significant those predictors, where the number of cases when the
coeflicient is equal to zero is less than 5% of all samples and the number of
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samples with the opposite sign to the sign of the median is negligible. To get
a broader view on results, in Fig.4-5 we show predictors having value zero
at maximum in 10% of samples ordered descendingly by the median value of
bootstrap realisations.

We can see that the number of significant coefficients is decreasing with R2,
presented in Table 2. It is worth noting that if predictors representing the mini-
mum distance of certain objects from a charging pool have a positive coefficient,
the proximity of the object has a negative impact on the response vector and
the response value increases with the distance of the object from the charging
pool.

For easier understanding, we divide significant predictors into three cate-
gories, namely demographics, businesses and physical environment. The minus
sign in the brackets (—) indicates the negative impact of the feature on the
response variable.

For the average connection time we find the following predictors as significant:

— Demographics: percentage of employed residents working in the wholesale,
ICT, finance, and non-commercial sector, net number of immigrants,

— Businesses: number of financial and real estate businesses, density of the
work-related OSM amenities, density of food OSM amenities (—),

— Physical environment: area taken by the open wet natural terrain and water,
railway, terrain for retail and catering industry (—), area taken by roads (—),
area taken by sports fields (—), density of OSM amenities related to education
(=)

The largest positive impact on the average connection time has the area
taken by the open natural terrain and water, which spreads primarily over the
more developed western parts of the Netherlands, where also the four biggest
Dutch cities are located. Residents employed in well-paying working sectors, and
the work-related OSM amenities, which are not too close to the charging pool,
have both positive influences, as well as the financial and real estate businesses.
It points to the longer connection times observed at charging pools situated at
locations where EV drivers tend to charge during the work. From the view of the
physical environment, a positive impact has the proximity of the railway infras-
tructure. The negative impact has the presence of educational OSM amenities,
sport fields, and terrain for retail and catering industry, i.e. locations where EV
drivers tend to park for a short time and thus are not suitable for slow charging.
Moreover, the negative impact is also associated with charging pools surrounded
by the dense road infrastructure.



Impact of Charging Infrastructure Surroundings

>

169

Area taken by open wet natural terrain and water I with
Employed residents working in wholesale, ICT, and finance sector [%] I zero
Employed residents working in non-commercial sector [%] HI— values
o Financial and real estate businesses HI— with
£ Density of work related OSM amenities I giig:fs"e
b= Registered motorcycles and scooters - HI—
- Minimum distance to work related OSM amenities I
(] Net number of immigrants HIw
- Morocco immigrants [%)] I
g Area taken by agricultural land I
c Area taken by railway infrastructure HIH
c Minimum distance to food OSM amenities HIw
8 Terrain for non-commercial ornamental and vegetable cultivation HH
o Density of hobby OSM amenities I
o Area taken by building sites I
E Density of finance OSM amenities i—{IH
o Density of education OSM amenities 1—IH
> Working population aged 45-54 [%)] —IH
< Multiperson households without children [%] 1i—{TH
Area taken by sport fields I
Road traffic area i—TH
Area taken by terrain used for retail and catering industry{ I+—{T}—
02 01 00 01 5 10
Standardized ﬁCV ﬁzizeer;f‘iz?;:
B Financial and real estate businesses H—{T—
Area taken by open wet natural terrain and water 1 with
Traffic density of trucks 1 zero
[ Registered motorcycles and scooters —{T—m Vélues
E Employed residents working in power, waterworks, horeca sector [%] I with it
=] Employed residents working in non-commercial sector [%] I (S)i‘;?‘IOSI ©
c Average age of the population HIT w1
o Unregistered couples with children HI—n
"G Employed residents working in wholesale, ICT, and finance sector [%] HIH—
v Area taken by agricultural land I
c Density of work related OSM amenities I
g Area taken by railway infrastructure I
[+ Number of deaths I—{T—m
Y Minimum distance to work related OSM amenities I
o Morocco immigrants [%] HI—w
c Net number of immigrants HIH
° Number of other charging pools in the buffer HIH
E Area taken by forests HI
'S Area taken by sport fields HIH
o Area taken by building sites I~
© Density of education OSM amenities I
© Minimum distance to next charging pool —IH
= ;
] Area taken by business area —I—
© Working population aged 45-54 [%)] u—{TH
c Daily flow of passenger cars{ 11—}
E Road traffic area{ | +—{I}—#
(/)] Area taken by terrain used for retail and catering industry{ I—{I}F—
01 00 01 02 6_ 5 10
. A Percentage of
Standardized g%V AVeoefficients

Fig. 4. (A) Selected regression coefficients for the average connection time and (B) the
selected coefficients for the standard deviation of the connection time, both evaluated
across the charging pools. The empirical distributions of standardised regression coeffi-
cients, obtained by the Lasso method applied to 1000 samples of the bootstrapped data,
are displayed using Tukey’s box plot (left panel). We show only regression coefficients
with zero value in less than 10% of the samples. The coefficients are descendingly
ordered, from the largest to the smallest median value of a coefficient sample. The
stacked bar plot (right panel) shows the percentage of samples when the regression
coefficient BCV was set to zero and the number of samples where it reached the oppo-
site sign as the sign of the median. We consider as significant those predictors where
the percentage of coefficients with the zero value is less than 5% (indicated by the
dashed line) and the number of samples with opposite sign is small.
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Fig. 5. (A) Selected coefficients for the average charging time and (B) the selected
coefficients for the standard deviation of the charging time, both evaluated across
the charging pools. The empirical distributions of standardised regression coefficients,
obtained by the Lasso method applied to 1000 samples of the bootstrapped data, are
displayed using Tukey’s box plot (left panel). We show only regression coeflicients with
zero value in less than 10% of the samples. The coefficients are descendingly ordered,
from the largest to the smallest median value of a coefficient sample. The stacked bar
plot (right panel) shows the percentage of samples when the regression coeflicient BCV
was set to zero and the number of samples where it reached the opposite sign as the
sign of the median. We consider as significant those predictors where the percentage of
coefficients with the zero value is less than 5% (indicated by the dashed line) and the
number of samples with opposite sign is small.

For the standard deviation of the connection time, we identified the following
predictors as significant:

— Demographics: percentage of employed residents working in the wholesale,
ICT, finance, non-commercial, power, waterworks, and horeca (hotel/ restau-
rant/ cafe) sector, the number of registered motorcycles and scooters, average
age of the population, net number of immigrants, percentage of working pop-
ulation aged 45-54 (—),

— Business: number of financial and real estate businesses, density of the work-
related OSM amenities,
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— Physical environment: area taken by agricultural land, railway, terrain for
retail and catering industry (—), roads (—), businesses (—) and the minimum
distance to the work-related OSM amenities.

For the standard deviation of the connection time we find similar coeffi-
cients as for the average connection time. In addition, we got the number of
registered motorcycles and scooters and traffic density of trucks, indicating that
higher intensity of certain type of road traffic in the proximity of charging pools,
increases the variance of the connection times. The size of the area taken by
businesses, terrain for retail and catering industry tend to decrease the variabil-
ity in the connection times, representing locations where EV drivers typically
park for a specific time, which does not vary much across different cases.

Analysis of the average charging time revealed the following predictors as
significant:

— Demographics: percentage of Morocco immigrants, residents employed in agri-
culture, forestry and fishing sector (—), percentage of households with low
purchasing power (—),

— Business: minimum distance to the work-related OSM amenities (—), density
of finance OSM amenities,

— Physical environment: area taken by open wet natural terrain and water, area
taken by terrain for retail and catering industry (—).

In difference to the connection time, the charging time has larger variance (see
Fig.2), what is most likely caused by different battery capacities and different
state of charge when the charging of EVs is initiated. Surprisingly, the highest
impact have the percentage of Morocco immigrants and area taken by open wet
natural terrain and water. Obviously, both these predictors represent a proxy for
some other hidden effects that get expressed through them. For example, higher
presence of the open wet natural terrain and water is in the western part of
the Netherlands, where also the largest cities are located. Considerable negative
impact has area taken by terrain for retail and catering industry and proximity
of the work-related OSM amenities. Here, we also see the possible impact of
the wealth of residents, represented by the percentage of households with low
purchasing power, and the percentage of residents with less paid occupation
(agriculture, forestry and fishing).

For the standard deviation of the charging time the following predictors are
significant:

— Demographics: residents working in agriculture, forestry and fishing indus-
tries,

— Business: the minimum distance to the work-related OSM amenities (—),
density of finance OSM amenities,

— Physical environment: area taken by the open wet natural terrain and water,
area taken by railway infrastructure, the minimum distance to family OSM
amenities (—).
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Similar predictors are linked with the standard deviation of the charging
time as with the average charging time. Besides, the standard deviation gets
influenced by the proximity of a railway.

4.4 Comparison with the Previous Studies

In this study, we evaluated the response vectors expressed per one charging
transaction, providing a different point of view on EV charging compared to
Ref. [30]. For the charging time, we found only a few significant predictors that
are similar to those observed for the consumed energy and connection time.
Noteworthy, the connection time is associated with a few additional predictors,
e.g. the minimum distance to work or family related OSM amenities.

5 Conclusions and Discussion

In this study, we applied the Lasso method together with the post-selection infer-
ence to identify characteristics of charging infrastructure surroundings (described
by predictors) that are potentially influencing the temporal characteristic of EV
charging sessions.

We found out, that the connection time and charging time on charging pools
exhibit a nonlinear relationship, possibly caused by the fact that battery is often
fully charged long before an EV departure. The arithmetic average and the stan-
dard deviation of the connection time, are mostly affected by the working sector
of residents and the work-related amenities, as well as the road density. In par-
ticular, a certain type of traffic flows present in the vicinity of charging pools
appear to be influencing the variation of the connection time. In the case of
the arithmetic average of the charging time at charging pools, significant predic-
tors point to the wealth of individuals. The standard deviation of the charging
times exhibits only four significant coefficients. By looking at the selected coef-
ficients and the values of R? for individual variables in Table 2, we can conclude
that the connection time can be better explained than the charging time from
the surroundings of the charging infrastructure. This suggests that the parking
behaviour, which is to large extent determining the connection time, is more
influenced by the surroundings of the charging infrastructure than the state of
charge at the time when an EV charging is initiated, which is strongly driving
the charging time.

This study not only extends the available knowledge about the charging
behaviour of EV drivers but can be also used to improve charging infrastructure
deployment strategies, e.g. by utilising the information about the significant
predictors in the design of predictive and prescriptive data analytic models.
As future work, we recommend to identify of clusters of charging pools, e.g.
to capture occasional, home and work charging and to study for them more
precisely how the surroundings of charging infrastructure influence the charging
behaviour of EV drivers.
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