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#### Abstract

This paper explores the usability of the Ripley's K function and the nearest neighbor distance, in the detection of clustered graphical passwords in the graphical authentication stage. For it, both tests were applied to two bases of data of 10,000 clustered graphical passwords each, the first with graphical passwords clustered in an area lesser than the fourth part of the original image, the second clustered in an area lesser than eighth part of the image. The results show that none of these tests is effective in the detection of clustered graphical passwords, the reason of such failure is due to the short size of the spatial pattern in question, only the 5 points of the graphical password analyzed.
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## 1 Introduction

Nowadays, graphical passwords are an important alternative to traditional alphanumeric passwords. The main reason for this is due to the fact that humans have a better ability to remember images than text [10,17]. Therefore, with graphical authentication there is no need to remember long and difficult sequences. Instead, a user can authenticate by recognizing images or parts of them. Among the graphical authentication techniques, the Passpoint [18, 20, 21] is of special interest. During the registration phase while using Passpoint, the user must select 5 points (pixels) on an image as their graphical password, each

[^0]time that user wishes to authenticate they must select 5 points located in a neighborhood of the 5 points selected during registration [18,21]. The points selected as a graphical password must follow a random pattern, otherwise, they are considered weak passwords, since they can be obtained by an attacker using different techniques $[6,14,17,19]$. It is therefore of great importance to have a tool that warns the user during the registration phase about a possible graphical password with poor randomness.

On the other hand, we have the analysis of spatial point patterns, which is the area of spatial statistics that is dedicated to studying the characteristics of events that can be represented in a specific way in space, as well as their spatial distribution $[1,8,9]$. Two of the tests most used in this area to check spatial randomness are Ripley's K function test $[1-3,5,8,11,13,16]$ and the nearest neighbor distance test $[1,3,8]$.

Graphical passwords can be interpreted as a 5 -point pattern and studied by the various techniques of the theory of spatial randomness to determine their behavior. It happens that a pattern with only 5 points seems to be a sample way too small for these techniques to work. In the literature, the smallest point pattern for which it is concluded that both tests are effective consists of 36 points [15].

In this work the effectiveness of Ripley's K function and the nearest neighbor distance technique is studied, two of the most used tests in the theory of spatial point patterns, in the scenario of graphical authentication with Passpoint, to validate whether or not a graphical password belongs to a random pattern. For the experiments, two databases of 10000 graphical passwords clustered on a $1920 \times 1080$ image were generated. The results obtained show that both Ripley's K function and nearest neighbor distance, are not effective tests in this scenario, due to the small sample (only 5 points); i.e., they are not able to differentiate between sets of 5 points clustered and random. All the point patterns and experiments were generated in MATLAB R2018a.

## 2 Preliminaries

### 2.1 Spatial Point Patterns

To study the distribution and behavior of phenomena that occur in specific regions of space, such as earthquakes, animal or plant populations, epidemiological information, data on human settlements, etc., its representation by means of spatial coordinates $(x, y)$ is essential. The data set generated by these coordinates is called the spatial pattern of points $[4,7-9,12]$. From the study of the spatial pattern, the existence of interactions between the individuals of each population can be inferred.

A pattern that has special importance, in theory, is the random or Poisson pattern, which is one in which any region of the area of study has the same probability of containing a point, a definition that is equivalent to that of the distribution of Poisson. The other characteristic patterns are regular patterns, where the probability of finding a point in the vicinity of another is less than
that of a random pattern; and clustered patterns, in which the probability is greater. Examples of these three traditional patterns are shown in Fig. 1.


Fig. 1. Random (a), clustered (b) and regular (c) point patterns, generated in MATLAB.

In point pattern analysis, it is generally assumed as a null hypothesis that the pattern of points presents a random distribution, the alternative hypotheses being that the distribution might be regular $[1,3,8]$. Spatial point patterns have two fundamental properties: homogeneity (the pattern is translation invariant) and isotropism (the pattern is rotation invariant) [3,12]. Under these circumstances, the main characteristics of point patterns can be summarized by their first-order property, intensity: the expected number of points per unit area at any location, and by their second-order property, which describes the relationships between pairs of points.

### 2.2 Ripley's K Function

Ripley's K function is one of the most popular tests for spatial point pattern analysis. It is a distance-based method that measures the average number of points within a circle of radius $r$ around any point in the pattern. It is defined as:

$$
K(r)=\frac{A}{n^{2}} \sum_{i=1}^{n} \sum_{j=1}^{n} k_{i, j}(r) e_{i, j}(r), \quad \text { for } i \neq j
$$

where $n$ is the number of points in the pattern, $A$ the area of the study region, $k_{i, j}(r)$ an indicator function that takes values of 1 if the Euclidean distance between points $i$ and $j$ is less than $r$ and 0 otherwise, and $e_{i, j}(r)$ is the edge correction method. Although the function $K(r)$ can be estimated without taking into account the factor $e_{i, j}(r)$, in [8] it was shown how the use of $K(r)$ without the edge correction effects lead to imprecise estimates of the pattern. However, since these methods are not perfect, it is recommended to calculate $K(r)$ for values of $r<1 / 3$ of the length of the shortest side of the area of study when it has a rectangular shape [3]. A detailed review of these methods can be found in $[3,8,9]$.

Taking into account that, in the case of regular patterns, the probability of finding a point in the vicinity of another point is lower than that of a random pattern, while in clustered patterns the probability is higher, then the interpretation of the results of $K(r)$ would be made by the comparison with the random (or Poisson) pattern $\pi r^{2}[5,8,16]$. For this reason, values of $K(r)>\pi r^{2}$ indicate clustering, and values of $K(r)<\pi r^{2}$ indicate regularity, to the scale $r$ considered. In Fig. 2 the value is represented by Ripley's K function of the three prototype patterns of Fig. 1, together with the Poisson pattern. The figure shows how the function clearly differentiates between the three patterns.


Fig. 2. Comparison of the values of Ripley's K function for the three prototypical patterns.

To facilitate the visual and numerical interpretation of the results of Ripley's K function for a given pattern, the following transformation is usually performed:

$$
\hat{L}(r)=\sqrt{\frac{K(r)}{\pi}}
$$

which aims to linearize the function and stabilize the variance [3, 8]. Finally, the transformation $L(r)=\hat{L}(r)-r$, sets the Poisson pattern to the value 0 . Consequently, a clustered pattern occurs when $L(r)>0$ and a regular pattern occurs when $L(r)<0$.

To perform a hypothesis test with the function $K(r)$ (or the function $L(r)$ ), it is necessary to estimate the critical values, we do this through Monte Carlo simulations $[1,5,8,11]$. We simulate a large number of random patterns with the same intensity and in the same area as the pattern under study, the value of the function is calculated for each of them and the maximum and minimum value is represented for each $r$ reached. The null hypothesis, which would be that of complete spatial randomness (CSR), is rejected if the value of the observed function for some $r$ falls outside the limits of the confidence interval. In some cases, it is not necessary to carry out the Monte Carlo simulation, since the
critical limits of the distribution of the statistic are approximated. Ripley showed [2,3] that for $L(r)$, in rectangular study areas, the approximate critical value with a significance level of $\alpha=0.01$ is $\pm 1.68 \sqrt{A} / n$.

In Fig. 3, the function $L(r)$ is represented for each of the patterns in Fig. 1, the continuous curve represents the value of the function $L(r)$ for the pattern in question, the solid line at $L(r)=0$ represents the theoretical value of the null hypothesis of CSR, the dashed lines represent the confidence intervals for $\alpha=$ 0.01 of the test according to Ripley's approximation: $\pm 1.68 \sqrt{A} / n$, the dashed lines represent the critical values obtained by 100 Monte Carlo simulations. As can be seen, for the random pattern (a), the function is within the confidence intervals, therefore the null hypothesis is accepted. For the clustered pattern (b), the function exceeds the upper limit of the confidence interval for $r>2.5$ so the null hypothesis is rejected with a significance level of $\alpha=0.01$ in favor of clustering for distances greater than 2.5. For the regular pattern (c), the function $L(r)$ has values less than the lower limit of the confidence interval for $r \in[2,11]$, so the null hypothesis is also rejected in favor of grouping between the points at that scale.


Fig. 3. Function $L(r)$ of the random (a), clustered (b), and regular (c) patterns of Fig. 1

### 2.3 Nearest Neighbor Distance

Another effective method to describe the behavior of a pattern of spatial points is the analysis of the nearest neighbor distance. If $n$ points are randomly distributed over an area $A$, the expected cumulative distribution function for the nearest neighbor distances will be given by the Poisson distribution $G(d)=1-e^{-\lambda \pi d^{2}}$, where $d$ is the distance from any point of the pattern to the closest point, and $\lambda=n / A$ its intensity. The function $G(d)$ represents the theoretical distribution of the pattern under the CSR hypothesis. To compare it with the distribution of the observed pattern, the function $[1,8]$ is defined as

$$
\hat{G}(d)=\frac{\sum_{i=1}^{n} I_{i}(d)}{n},
$$

where $n$ is the number of points in the pattern and $I_{i}(d)$ the indicator function that takes the value of 1 if the Euclidean distance between point $i$ and its closest neighbor is less than $d$, and 0 otherwise.

If the point pattern is clustered, many of the distances will be small; in the same way, if it is a regular pattern, a few distances will be small. So, values of $\hat{G}(d)$ greater than the theoretical value $G(d)$ indicate clustering, while values of $\hat{G}(d)$ less than the theoretical value $G(d)$ indicate regularity $[1,3,8]$.

As for Ripley's K function, by means of Monte Carlo simulations, the critical values of the test that allow accepting or rejecting the null hypothesis of CSR are calculated. In Fig. 4, the values of the function $\hat{G}$ are observed for each of the patterns in Fig. 1, the critical values of the test were obtained through 500 Monte Carlo simulations. The test rejects the null hypothesis for the case of the clustered and regular patterns as they are above and below the estimated critical values, respectively.


Fig. 4. Comparison of the values of the function $\hat{G}(d)$ for the three prototypical patterns, using as a reference the theoretical distribution $G(d)$ that represents the null hypothesis. It looks like the difference function between the three patterns.

## 3 Passpoint Scenario

As can be seen from the formulas of Ripley's K function and the nearest neighbor distance, their precision is directly proportional to $n$, but what is the minimum value of $n$ for both tests to be considered accurate? We have not found this data in the literature consulted. In [15] both tests are applied to a 22 -point pattern, the smallest pattern we have a reference for which both tests are applied; however, they did not conclude the result of said experiment or whether any of the tests were effective or not. In [15] they also experimented with a 36 -point pattern for which they concluded that both tests were effective. So what will happen in the Passpoint scenario where patterns with only 5 points are available?

### 3.1 Design of the Experiment

In this work, the detection of clustering is analyzed, for which both tests were applied to two databases of clustered graphic passwords.

Database 1 (BD.1): Consists of 10000 graphical passwords generated randomly within a rectangle of $1920 \times 1080$ that satisfy that the area covered by the 5 points of each password is less than the quarter of the area of the rectangle. These passwords will be considered clustered.

Database 2 (BD.2): Also out of 10000 randomly generated graphical passwords within the $1920 \times 1080$ rectangle, each graphical password delimits an area smaller than one-eighth of the original rectangle. To discern the points BD. 2 from the ones from BD.1, the aforementioned will be considered as strongly clustered.

For each of the tests, the critical values were estimated by 5000 Monte Carlo simulations of sets of 5 random points on a rectangle of size $1920 \times 1080$, in addition to Ripley's K function the confidence intervals were estimated according to Ripley's approximation $\pm 1.68 \sqrt{A} / n$, where $A=1920 * 1080$ and $n=5$. These values for Ripley's K function can be seen in Fig. 5, the solid line at $L(r)=0$ represents the theoretical value of the null hypothesis, the dashed lines represent the intervals of confidence for $\alpha=0.01$ of the test according to the Ripley approximation and the dashed lines represent the critical values of the function $L(r)$ in 5000 random pattern simulations.


Fig. 5. Confidence intervals and critical values of Ripley's K function test for 5-point patterns.

### 3.2 Results

Ripley's K Test Effectiveness. Ripley's K function test applied to BD. 1 shows that only 22 of the 10000 sets exceed the critical values estimated for the Monte Carlo simulation test, which represents $0.22 \%$ of all the cases analyzed, and only 1 of these sets of 5 points is above the confidence interval estimated by Ripley's approximation, which represents $0.01 \%$ of the cases analyzed. Some particular cases are shown in Fig. 6, in the first two cases it is observed how the $K$ function is contained within the critical values, in the third, the function is above the critical values in the interval $[156,241]$ but below the Ripley confidence
interval, the fourth case is the only one in which values of the $K$ function were obtained above the confidence interval according to Ripley's approximation for $r \in[145,245]$.


Fig. 6. Result of Ripley's K function test for 4 of the 10000 sets analyzed.

For BD. 2 of the 10000 sets of strongly clustered points, 590 of them exceed the critical values obtained by Monte Carlo simulation for the test, which represents $5.9 \%$ of the total number of cases analyzed; and 24 report values of the K function greater than the confidence intervals estimated by Ripley's approximation, which represents $0.24 \%$ of the cases analyzed.

Effectiveness of the Test of the Nearest Neighbor Distance. The results obtained by the nearest neighbor distance test for BD. 1 show that only 14 of the 10000 sets of 5 clustered points exceed the critical values estimated for the test by Monte Carlo simulation, which represents the $0.14 \%$ of all cases.

In the experiment with the 10000 sets of 5 strongly clustered points from BD.2, only 72 sets exceed the critical values obtained by Monte Carlo simulation, which represents $0.72 \%$ of the cases analyzed. Two particular cases are shown in the Fig. 7, in the first graph it is observed how the function $\hat{G}$ falls within the confidence intervals, therefore the CSR hypothesis is accepted; in the second, the function exceeds the value of the upper confidence interval for $d \in[16,26]$ so the null hypothesis is rejected.


Fig. 7. Result of the nearest neighbor test for 2 of the 20000 sets analyzed.

### 3.3 Discussion of the Results

Both Ripley's K test and the nearest neighbor distance test were ineffective in detecting BD. 1 sets as clustered. The best results were offered by Ripley's K test, which detected only $0.22 \%$ of the cases. Of these 22 sets in which the null hypothesis is rejected in the experiment, 11 of them correspond to sets of points that cover an area less than one-eighth of the image. Taking into account that, since they were not generated in a uniform way, only 194 of the 10000 sets of points of the BD. 1 are in an area smaller than one-eighth of the image, then only $1.94 \%$ of cases have $50 \%$ of successes. Therefore, the function is expected to have a better success rate for the tightly clustered sets in the second database. Although these patterns of strongly clustered points are unlikely to be found in practice since it would mean selecting the 5 points in an area equivalent to oneeighth of the image area, something unlikely that a responsible user will perform, without a doubt, a graphic password with these characteristics it would offer very low security. However, experiments with BD. 2 confirm the ineffectiveness of both tests in detecting clustering in 5 -point patterns. Once again, the best results were obtained by Ripley's K function test, which detected $5.9 \%$ of the cases, a considerable improvement compared to the $0.22 \%$ obtained for BD.1, but still a very discreet value to be considered effective as it fails in more than $94 \%$ of the cases analyzed. These results are summarized in Table 1.

Table 1. Percentage of clustered graphical passwords detected by each test for BD. 1 and BD. 2

|  | BD.1 | BD.2 |
| :--- | :--- | :--- |
| Ripley's K function | $0.22 \%$ | $5.9 \%$ |
| Nearest neighbor distance | $0.14 \%$ | $0.72 \%$ |

## 4 Conclusions

The experiments carried out show that both Ripley's K test and the nearest neighbor distance test, despite being some of the most used tests in the detection of clustering in finite patterns of spatial points, are not effective in detecting graphical passwords clustered in the Passpoint scenario, in which these passwords only consist of 5 points. The first experiment carried out for the 10000 sets of 5 points, which delimit an area smaller than a quarter of the original image area, shows that Ripley's K function test only detects 22 out of the 10000 sets of points as clustered, which represents $0.22 \%$ of the cases. The nearest neighbor distance test detected only 14 sets, for $0.14 \%$ of the cases. The second experiment, despite being with much more clustered points, since they cover an area smaller than one-eighth of the image, and yielding detection values significantly higher than those obtained for the clustered points, also shows the inefficiency of both tests in the Passpoint scenario since of the 10000 strongly clustered sets simulated Ripley's K function test only detects 590 , which represents $5.9 \%$ of the cases; while the closest neighbor detected 72 , for $0.72 \%$ of the cases.

Since these two spatial pattern analysis techniques are not effective in detecting clustering in the graphical authentication scenario with Passpoint, it is necessary to develop methods to detect clustering in graphical passwords of only 5 points, which it would allow users to warn about a possible weak graphical password. The use of some of the improved variants of these tests could be explored, but taking into account the small sample size, our future research will be directed in another direction, the development of new methods that allow detecting clustering in the said scenario with high reliability.
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