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Abstract. Applying automatic text summarization technology to Internet of
Things can save network cost and improve computing speed. However, the mod-
els of generated text summarization are always using sequence-to-sequencemodel
with attention mechanism. Unluckily, this method for abstractive summarization
has two main shortcomings: first, they fail to address unknown words problems,
second, their generated summaries are not very readable because of repetition. In
our work, our goal is to enhance the semantic coherence of summaries for original
texts. In order to this end, we propose a new model that augments the traditional
model in two ways. First, we apply semantic relevance to pointer-generator net-
work to get high similarity between source texts and our summaries. Second, we
change the mechanism of coverage and use it to pointer-generator network to
discourage repetition. Following other works, we apply our new model to Chi-
nese social media dataset LCSTS. Our experiments suggested that our new model
outperforms current abstractive baseline systems on the dataset.

Keywords: Intelligent Internet of Things · Text summarization · Attention
mechanism

1 Introduction

We use text summarization in order to get a short representation of an input text which
captures the core meaning of the original. In some Internet of Things scenarios, such
as smart home and intelligent robot, text summarization can compress the obtained
text information to save network cost and improve computing speed. Different from
the extractive text summarization [1–3], which selects elements from original text to
form summaries, the aim of abstractive text summarization is to produce summaries in a
generatedway. Extractive text summarization performswell when the source text is long,
however, it doesn’t apply to short text. Recently, most abstractive text summarization is
depended on seq2seq models which have attention mechanism [4–6], and this way is
superior to the traditional statistical methods.
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Unfortunately, it is shown that there are prominent shortcomings in conventional
attention mechanism. Lin pointed out that the attention based seq2seq abstract text
summarizationmodel has the problemsof duplication and semantic independence,which
leads to poor readability and can’t tell source text’s core point [6]. For example, in the
summary produced by traditional model in Fig. 1, because attention mechanisms take
note of words with high attention scores as usual, “钻研” is still behind “钻研”.

Fig. 1. A simple case got from the conventional attention-based seq2seq model. As we can see,
the summary generated by the baseline contains repetition.

See and Paulus use a model with pointer-generator that uses interpolation of gener-
ation and replication probabilities to generate summaries [7, 8]. Moreover, the interpo-
lation is controlled by a mixture coefficient that is predicted by the model. Theoretical
analysis shows that the pointer-generator mechanism enables the model to get summary
in a comprehensive method, which integrates the advantages of extraction summary and
generative summary, in addition, it can solve the out-of-vocabulary (OOV) problem.
However, in practice, compared to source text, the summaries we got have low semantic
relevance.

We design a pointer-generator model with semantic relevance in order to solve the
above problems, the main idea of our model is to get high relevance between gener-
ated summaries and original text. A semantic similarity evaluation factor is used in our
proposed model, which can measure the correlation between original text and the gen-
erated summary. By maximize the score of similarity, our model can get high coherence
between source articles and summaries during training stage. Finally, in order to reduce
and avoid repetition problem, attention mechanism is introduced into our model. It can
be shown that compared to current abstractive baseline systems, our model can generate
better summaries which have high score.

2 Proposed Model

We describe (1) the baseline seq2seq model with attention mechanism, (2) our pointer-
generator model with semantic relevance, (3) our coverage mechanism that can be added
to both of the first two models in this section.
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2.1 Attention-Based Seq2seq Model

The baseline model is a seq2seq model which is attention-based, and it is described in
Fig. 2. Similar to that of Hu [9], our model consists of three parts, the first part is encoder,
the second part is decoder and the last part is attention mechanism. The encoder can help
us to condense long source texts into continuous vector representation, and the decoder
can help us to generate short summary. The encoder is a single-layer bidirectional GRU
that can get the sequence vector {h1, h2, h3..., hN } from source text x. On every time
step, the decoder part has a decoder state st , and the last character’s word embedding is
fed to it.

Fig. 2. Our attention-based seq2seq model. This model is made up of encoder (left), decoder
(right) and attention mechanism.

Attention mechanism is used to inform our model to find the correct place which
is used to get next word [4]. The context vector ct is equal to the weighted sum of the
hidden states of the encoder

ct =
N∑

i=1

αtihi (1)

where hi is the hidden state of the i th input x, αti is the probability of xi on t step:

αti = eg(st ,hi)

∑N
j=1 e

g(st ,hi)
(2)

The correlation score between the decoder hidden state st and that of encoder is
g(st, hi). The context vector ct and the decoder state st are linked, and it is the input
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of the two linear layers, then we can get the vocabulary distribution Pvocab, which is a
probability distribution to predict words w:

P(w) = Pvocab(w) (3)

During training stage, the loss for the whole input sequence is:

loss = 1

T

∑T

t=0
losst (4)

In which losst is the loss for time step t:

losst = − logP
(
w∗
t

)
(5)

2.2 Attention-Based Seq2seq Model

Our semantic relevance-based pointer-generator network (depicted in Fig. 3) contains
five components: encoder, decoder, attention mechanism, generation probability cal-
culation and a similarity function. Our model is a hybrid among basic attention-based
seq2seq model [10], a pointer network [11], and a semantic relevance [12].

Our model can get summary in a generated way or an abstracted way. The generated
way can get novel words that are in the vocabulary. The abstracted way can get important
sentences that are in the source text. We calculated the model’s context vector ct and
attention distributionαt in Sect. 2.1. In addition, the generation probability pgen is applied
to represents whether getting the summary in a generated way or getting it in an abstract
way. When this scalar is bigger than 0.5, we get more information in a generated way.
It is calculated through a linear cell from three inputs, the first is context vector ct , the
second is decoder state st and the third is decoder input yt−1:

pgen = σ
(
wT
c∗c∗

t + wT
s st + wT

y yt−1 + bptr
)

(6)

where vectors wc∗ , ws, wy and bptr are parameters which can be learned, the function σ

is a sigmoid function. Then we use pgen to get the final words distribution Pfinal :

Pfinal(w) = pgenPvocab(w) + (
1 − pgen

) ∑

i:wi=w

αi (7)

The pointer-generator network can solve OOV problem easily. Suppose that w is a
word that does not appear in the vocabulary, then Pvocab(w) is zero, we can get the word
through pointing.

We adapt similarity function to our model and we can receive a high semantic coher-
ence between long original texts and short summaries. In order to get high semantic
relevance, we select maximize the score computed by similarity function as our training
object. Original text’s semantic vector Vt is equal to the last output hN . Previous work
has proved that we can get the summary’s semantic vector by simply subtracting hN
from sM :

Vs = sM − hN (8)
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Fig. 3. Pointer-generatormodel with semantic relevance computing unit. It is made up of encoder,
decoder, attention mechanism, generation probability calculation and cosine similarity function.

Cosine similarity is a measure of similarity between two non-zero vectors in the
same space, and we use it to measure the similarity relevance:

cos(Vs,Vt) = Vs · Vt

‖Vs‖‖Vt‖ (9)

During training stage, we need to add similarity score to our loss function:

losst = − logPfinal
(
w∗
t

) − λ cos(Vs,Vt) (10)

where λ is a hyperparameter [13].

2.3 Coverage Mechanism

Repetition is one of the big problems in abstractive text summarization [7], moreover, it
is a universal question for sequence-to-sequence models [14, 15]. We use the coverage
model [7] to solve the repetition problem. The idea is thatwe use the attention distribution
to track what has been covered so far, and penalize the networks that participate in the
same part again. On each time step t of the decoder, the coverage vector cot is the mean
of the sum of all the attention distributions αj to data:

cot =
t−1∑

j=0

αj

/
t − 1 (11)
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Then, we introduce an additional loss term to penalize any overlap between the new
attention distribution αt and the coverage vector cot :

covlosst =
∑

i

min
(
αt
i , co

t
i

)
(12)

Finally, we add the coverage loss to the loss function (10):

losst = − logPfinal
(
w∗
t

) − λ1 cos(Vs,Vt) + λ2
∑

i

min
(
αt
i , co

t
i

)
(13)

where λ1 and λ2 are hyper-parameters.

3 Experiment

Following the previous work, we evaluate our model on the main social media datasets
in China [9]. We first present the experimental datasets, evaluation indicators, and
experimental details. Second, we compare our model with the baseline systems.

3.1 Dataset

LCSTS is a large-scale Chinese short text summarization dataset collected from Sina
Weibo, a well-known Chinese social media website, consisting of over 2.4 million text-
summary pairs [9]. The summaries are created manually, and the source texts are less
than 140 Chinese characters. In addition, the dataset is divided into three parts, and all
the text-summary pairs are manually scored, with associated scores ranging from 1 to
5. We just select pairs with scores more than 2, leaving 8,685 pairs in PART II and 725
pairs in PART III. In experiment, PART I is used for training, PART II for validation and
PART III for testing.

3.2 Evaluation Metric

For evaluation metrics, we adopt ROUGE scores [16], which is widely used for summa-
rization evaluation [17–19]. By calculating the overlapping units, the ROUGE metrics
compare generated summary with the reference summary. Following previous work, we
use ROUGE-1 (overlap of unigram), ROUNGE-2 (overlap of bigrams) and ROUNGE-L
(longest common subsequence) as our evaluation metrics.

3.3 Experimental Details

We implement our experiments in TensorFlow [20]. The vocabularies are extracted from
the training sets, and the summaries and the source contents share the same vocabularies.
We split the Chinese sentences into characters to mitigate the risk of word segmentation
errors. In order to covering most of the common characters, we trim the vocabulary to
50,000.
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For all experiments, our model has 256-dimentional hidden states and 128-
dimentional word embeddings. Unlike [10], we do not use transfer learning and the
pre-trained word embeddings. Instead, they are learned during training. We use Ada-
grad [21] for training with a learning rate of 0.15 and an initial accumulator value of
0.1. The batch size is 32, and we do not use dropout [22] on this dataset. Following the
previous work, we implement the beam search with a beam size 4 and gradient pruning
with a maximum gradient norm of 2. To obtain our final coverage model with semantic
relevance, we set λ1 = 0.0001 and λ2 = 1 (as described in Eq. 13).

3.4 Results

We compare our proposed model with the following baseline models:
Simple Seq2seq is the basic sequence-to-sequence model for abstractive summa-

rization. The encoder is a bidirectional GRU and the decoder is a unidirectional GRU
[9].

Attention-based Seq2seq is a sequence-to-sequence model with attention mecha-
nism. The main difference between Attention-based Seq2seq and Simple Seq2seq is
that attention mechanism is added to the first one, so it can pay different attention to the
source words on each time step [9].

SRB is an encoder-decoder model that takes semantic relevance into account. This
model adds a similarity function to attention-based sequence-to-sequencemodel in order
to make sure that there is high semantic relevance between source texts and generated
summaries [6].

Table 1. Comparison with baseline models on LCSTS test set.

Model ROUGE-1 ROUGE-2 ROUGE-L

Simple Seq2seq (W1) [9] 17.7 8.5 15.8

Simple Seq2seq (C2) [9] 21.5 8.9 18.6

Attention-based Seq2seq (W) [9] 26.8 16.1 24.1

Attention-based Seq2seq (C) [9] 29.9 17.4 27.2

SRB (C) [6] 33.3 20.0 30.1

PGC (C) 38.5 20.3 32.4

PGCS (C) 39.1 20.2 33.3
1Word level
2Character level.

We denote PGC as our proposed pointer-generator network with coverage mecha-
nism, and PGCS as our pointer-generator network with semantic relevance and coverage
mechanism. Table 1 shows the results of our experiments.We can see that the ROUGE-1,
ROUGE-2, and ROUGE-L scores keep rising among the models. Compared with SRB,
the ROUGE-1, ROUGE-2, and ROUGE-L scores of PGCS improves 17.42%, 1% and
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10.63% respectively, which shows that pointer-generator network and coverage mech-
anism play an important role in getting more coherent summaries. In addition, from
the comparison of PGC and PGCS ROUGE scores, we can notice that the semantic
relevance unit in the model improves the quality of generated summaries.

4 Related Work

The encoder-decoder architecture is the basic framework of our proposed model.
Sutskever first proposed sequence-to-sequence model and used it for neural machine
translation [23]. Bahdanau proposed attention mechanism, which allows the model to
automatically select a part from the primitive text [4]. Rush first applied attention mech-
anism to text summarization task and the model performs better than the state-of-the-art
sequence-to-sequence models [5]. Vinyals described pointer network than can learn the
conditional probability of an output sentence in a new way [11]. Coverage mechanism
is first applied to neural machine translation, then See used it for text summarization and
it solves the problem of repetition at some level. Weber modified the pointer-generator
network and the newmodel can control the amount of copying [24].Ma pro-posed a neu-
ral model based on semantic relevance that can improve the semantic relevance between
the source text and the generated summaries [12]. Ma used the semantic representation
of standard summary to supervise the learning of that of source text [6].

5 Conclusion

In this paper, we propose an architecture that can get the summary in an automatically
copied or generated way. The similarity computing unit can improve the semantic rele-
vance between source text and generated summaries. Our coverage mechanism solves
the problem of repetition to some extent. In addition, experimental results show that our
PGCS (pointer-generator network with coverage and semantic relevance mechanism)
outperforms the baseline models. As a result, when our PGCS is applied to many intel-
ligent scenarios of Internet of Things, we can get more benefits about computing and
network transmission.
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