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Abstract. Driven by lacking of a low-cost, large-scale, flexible and reconfigurable
general purpose network emulation platform for space networking, ISTIN labo-
ratory of Nanjing University designed a flexible and fully reconfigurable space
network emulation platform supporting emulation of multiple network architec-
tures and network protocols. We have carried out some space network protocol
research based on the platform, such as DTN and IP. This paper constructs a spa-
tial network scenario to evaluate OSPF and OSPF+ routing performance on this
platform The emulation results indicate the emulation platform has the ability of
IP routing emulation, which guarantees considerable reliability and provides a
reference for subsequent emulation work of IP protocols.
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1 Introduction

Space Information Networks (SIN) are the network systems based on space platforms,
such as geostationary (GEO) satellites, medium earth orbit (MEO) satellites, low earth
orbit (LEO) satellites, stratospheric balloons, etc., which provide services such as com-
munication, positioning and navigation. Due to the enlargement of network scale and
diversity of demands, the emulation platform for SIN research needs to be extensible,
flexible and reconfigurable.

So far, there exist two schemes for SIN research. One is to carry out research in
the real space network, but the experiment cost is relatively high The other scheme is
to use existing network simulators (such as OPNET [1] or NS [2], etc.) for simulation.
Compared with on-board experiments, software simulation is easy to implement, but
it cannot generate real data flow between nodes. Hence, the reliability of the software
simulation cannot be guaranteed.

In order to carry out space network research, the Institute of Space-Terrestrial Intel-
ligent Networks (ISTIN) of Nanjing University developed a scalable network emulation
platform for space internetworking [3]. On the basis of retaining reliability, the platform
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focuses on enhancing the scalability and reconfigurability so that researchers can deploy
and switch network scenarios conveniently and rapidly. The platform supports emulation
of multiple network protocols and architectures. Some SIN protocols such as DTN and
IP have been emulated on this platform.

Based on this platform [3], IP routing protocols OSPF and OSPF+ [4] are emulated
in this paper. Then, we compare routing convergence performance with those of NS
simulator to verify reliability of emulation.

The OSPF+ protocol was proposed by Mingwei Xu et al. [4]. Considering the peri-
odicity and regularity of satellite motion, Xu et al. classified space link changes into
predictable and unpredictable types. Aimed at predictable link changes, topology pre-
diction module was added to the original routing protocol OSPF and the neighbor state
machine module was modified.

The rest of the paper is organized as follows. Section 2 introduces design of the net-
work emulation platform. Section 3 describes the detailed design process of research.
Section 4 describes the experimental setup and performance evaluation. Session 5
concludes the paper.

2 Emulation Platform Design

As shown in Fig. 1, the architecture of the emulation platform can be divided into three
parts: logical plane, control plane, and data plane.

Fig. 1. Architecture of emulation platform.

The function of logical plane is to establish the corresponding network model by
modeling software according to the specific SIN scenario. The network model includes
connection plans, link states and protocol stacks loaded on the satellites. The Con-
trol Plane receives information and parameters from the logical plane and drives the
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emulations in the Data Plane. The main elements of the Control Plane include central
controller and the SDN controller. Data Plane is the principal part of routing emula-
tion, including emulation nodes, switches and other equipments, which is responsible
for sending or receiving data, and monitoring the information. The Data Plane mainly
includes emulation nodes and devices such as switches.

Various routing protocols or algorithms based on different protocol stacks, such as
OSPF and CGR, can be tested and emulated on the proposed emulation platform [3]. The
principle of multi-protocol emulation is shown in Fig. 2. Relevant protocol stacks are
installed on the nodes according to emulation requirements, and all nodes are connected
to the software-defined network switches.

Fig. 2. Emulation of multiple protocols.

3 Routing Emulation Process Design

According to the emulation scheme, the whole emulation testing process can be divided
into three phases: experiment preparation, experimental execution and data collection.

3.1 Experiment Preparation

In the experiment preparation stage of emulation, the work is mainly carried out on the
logical plane and control plane.
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In logical plane, according to the required space routing protocol, an emulation scene
from [4] was modeled and the detailed network parameters were obtained. As shown in
Fig. 3, a constellation composed by 14 low earth orbit (LEO) satellites is adopted. There
are 10 intra-orbit links and 8 inter-orbit links in the constellation. The 10 intra-orbit links
are always connected while 8 inter-orbit links are intermittently connected. The link on-
off relationships of inter-orbit links in an experiment period (6000s) are illustrated in
Fig. 4. A segment represents an interval in the connection state.

Fig. 3. Emulation scenario [4].

Fig. 4. Connectivity of inter-orbit links [4].

In the control plane, the central controller should be operated and other devices
should be available simultaneously before Experiment Execution Phase. Concrete steps
are shown in Fig. 5. As mentioned before, network parameters such as connection plans
and dynamic link characteristics will be exported to the database of the central controller.
Once the network topology changes, it is necessary to carry out Scenario design again
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and repeat the export steps. In addition, emulation nodes can be constructed from a pre-
prepared protocol image and connected to the software-defined network switch. Here,
Docker Virtualization Technology (VT) [5] are used to build OSPF/OSPF+ images and
nodes. After finishing these preparation work, the central controller is connected to the
nodes and switches so that it can send control messages to other devices and collect their
feedback.

Fig. 5. Concrete steps of experiment preparation.

3.2 Experiment Execution

In the experiment execution stage, the central controller sends the start signal to the
emulation devices. After a node receives the signal, it will run the corresponding protocol
process. In our experiment, it is referred to as OSPF/OSPF+ protocol process in the
open source routing software Quagga [6]. Meanwhile, the software-defined networking
controller will also be signaled. When the network topology changes, the software-
defined networking controller will send a set of flow table items to the software-defined
network switch. This makes switching network topologies flexible and convenient. The
flow table [7] in our experiment is shown in Table 1. In every row, the first and second
items represent network cards at both ends of an inter-orbit link, and the third and fourth
items represent beginning and ending times of a link connection respectively.
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Table 1. Flow table.

Source node Dest node Start time(s) Stop time(s)

9002 9034 900 1900

9002 9034 3900 4900

9008 9018 1000 3000

9008 9018 4000 6000

9005 9015 400 2400

9005 9015 3400 5400

9026 9032 0 1100

9026 9032 2100 4100

9026 9032 5100 6000

9013 9025 0 1100

9013 9025 2000 4000

9013 9025 5000 6000

9022 9029 0 600

9022 9029 1500 3500

9022 9029 4500 6000

9011 9021 0 600

9011 9021 1500 3500

9011 9021 4500 6000

9030 9036 0 6000

3.3 Data Collection

After completion of data exchanging, it will enter Data Collection Phase. The data to
be collected can be obtained from the software-defined network switch and each node.
The switch will feed the real-time traffic information back to the central controller.
Certainly, some packet capture software such asWireshark [8] can be applied to analyze
data packets. For example, it counts sending and receiving time of data packets at both
ends of an end-to-end transmission to calculate the propagation delay and jitter rate
etc.. In addition, by obtaining the statistical information of each route forwarding node,
real-time neighbor status, route convergence status, and so on can be obtained.

In our research work, the performance indicators of concern were obtained by cal-
culating the time difference recorded in the log file of OSPF/OSPF+ process. Log files
of OSPF/OSPF+ process record the timeing of some key events such as state transitions
and SPF calculation (see Fig. 6). The details are described in Sect. 4.

Disruption judgement time of OSPF/OSPF+ can be calculated by the following
formula (1) and (2). In formula (1) and (2), tlinkoff represents the time at which the link is
disrupted. When OSPF detects a predictable link-off event, it will change the neighbor
state from Full to Down. The time is marked as tFull→Down. When OSPF+ detects a
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Fig. 6. OSPF process log file.

predictable link-off event, it will change the neighbor state from Full to Leaving. The
time is marked as tFull→Leaving . 5 experiments were carried out for each scenario to
reduce the test error.

Disruption judgement timeOSPF =
∑5

i=1

(
tFull→Down − tlinkoff

)
/5 (1)

Disruption judgement timeOSPF+ =
∑5

i=1

(
tFull→Leaving − tlinkoff

)
/5 (2)

Routing stability of OSPF/OSPF+ is defined as proportion of stable routing time
(marked as tstab) within two consecutive link disruptions (marked as ttotal). Excluding
the disruption judgement time (marked as tjudge), link state information synchronization
time (marked as tsync) and routing calculation time (marked as tcalc) in ttotal , the remaining
time is stable routing time. So the calculation formula of routing stability can be described
as formula (3). Also, 5 experiments were carried out for each scenario, and the average
was finally calculated.

Routing stabilityOSPF/OSPF+ = (
∑5

i=1

ttotal − tjudge − tsync − tcalc
ttotal

∗ 100%)/5 (3)

4 Performance Evaluation

Predictable link change times are read into the quagga’s OSPF+ module in the form
of a configuration file so that the OSPF+ neighbor state machine can trigger a state
transition at a specified time. Two performance indicators of OSPF and OSPF+ have
been tested and calculated in four scenarios. The bandwidth and delay are configured
as 1000 Mbps/25 ms, 1000 Mbps/15 ms, 100 Mbps/15 ms, and 10 Mbps/15 ms respec-
tively. The measured OSPF/OSPF+ disruption judgment time and routing stability (the
percentage of time that all nodes in the entire area are converged within two consecutive
link disruptions) are shown in the following Table 2 and 3, and Fig. 7 and 8 respectively.
The left side represents the results of our emulation, and the right side represents those
of NS simulator obtained from [4].

It can be seen that the disruption judgment time of OSPF+ is greatly shortened com-
pared with that of OSPF due to the introduction of the topology prediction mechanism,
which saves the time (4 Hello message periods) for judging disconnection between the
neighbors as shown in Fig. 9. The neighbor structure of OSPF+ is preserved during
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Table 2. Disruption judgement time.

Bandwidth/Delay OSPF(s) OSPF+ (s) Bandwidth/Delay OSPF(s) OSPF+ (s)

1000 Mbps/25 ms 37.14 0.37 1000 Mbps/25 ms 41.00 1.00

1000 Mbps/15 ms 35.46 0.46 1000 Mbps/15 ms 41.00 1.00

100 Mbps/15 ms 34.68 0.89 100 Mbps/15 ms 41.00 1.00

10 Mbps/15 ms 33.64 0.94 10 Mbps/15 ms 41.00 1.00

Fig. 7. Disruption judgement time.

Table 3. Routing stability.

Bandwidth/Delay OSPF OSPF+ Bandwidth/Delay OSPF OSPF+

1000 Mbps/25 ms 88.75% 99.60% 1000 Mbps/25 ms 76% 99.50%

1000 Mbps/15 ms 86.94% 99.63% 1000 Mbps/15 ms 76% 99.50%

100 Mbps/15 ms 86.63% 99.69% 100 Mbps/15 ms 76% 99.50%

10 Mbps/15 ms 87.31% 99.69% 10 Mbps/15 ms 76% 99.50%

Fig. 8. Routing stability.

the predictable link disruption period. Therefore, when link recovery occurs, the neigh-
bor state machine transforms from Leaving to Exchange directly without handshakes
and negotiations. Besides, a new link state database newLSAsList which stores LSAs
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accepted during the disruption period is added to original OSPF module, so that syn-
chronizing full link state database can be replaced by synchronizing newLSAsList only.
These operations reduce the routing reconvergence time by about 14% compared with
OSPF when links are restored. The routing stability of OSPF+ is approximately 100%.

Fig. 9. OSPF/OSPF+ neighbor state machine.

There is a certain gap at the aspect of routing reconvergence time compared with the
results obtained from [4]. In the performance evaluation of that paper, routing stability
of OSPF is approximately 80% while in our paper the performance indicator is about
85%. Such slight difference can be ignored temporarily being considering the possible
differences in software implementation and the introduction of real data flow of the
emulation platform. By comparing the simulation results with NS simulation results, it
can be seen that the current emulation platform has been able to carry out IP routing
emulation, which ensures the reliability to a certain extent.

5 Conclusion

Based on the designed emulation platform, emulation is performed on the newly pro-
posed spatial routing protocol OSPF+. Performance comparison has been made with
the traditional intra-domain routing protocol OSPF. It can be seen that for predictable
link changes in space network, OSPF+ has a faster link disruption judgment mech-
anism and shorter routing re-convergence time compared with OSPF. Furthermore, a
simple comparison has been carried out between performance indicators obtained from
our emulation and NS simulator. Results indicate current emulation platform has the
ability of IP routing emulation, which guarantee considerable reliability and provides a
reference for subsequent emulation work of IP protocols.
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