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Abstract. This paper explores the application of face recognition system in
dormitory management, and designs an EXE software, which realizes the
function of entering and leaving dormitory through face voucher, storing the
information of students, and automatically updating relevant data. The face
recognition module includes three functions: face image recognition and inter-
ception, face alignment, face feature extraction and face verification. The tra-
ditional method of HOG is used for recognition and interception, and the
method of gray-scale processing and gamma normalization is used for prepro-
cessing to reduce the influence of light. The face alignment uses the 68-point
landmarks and similarity transformation to align the face. The face feature
extraction uses the pre-trained FaceNet neural network to extract the 128-d
feature vector of the face, which is stored in the database or compared with the
face in the database to output the Euclidean distance, then compare and find the
most possible person according to the distance. The database module includes
two functions: storing face information and displaying all information of stu-
dents MySQL is used to build the database. An automatic dormitory information
management system is established through the interconnection interface
between MySQL and Python.
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1 Introduction

At present, with the rapid development of artificial intelligence, the era of AI has
quietly arrived, and “showing your face” has gradually become a new trend. With the
higher demand of quick and accurate methods of verification, Face recognition is
becoming more and more common.

Face recognition is a biometric technology based on human’s face feature infor-
mation. A series of related techniques for face recognition are used to collect images or
video streams containing faces with cameras, and to automatically detect and track
faces in images, and then to recognize the detected faces. These techniques are also
called portrait recognition or facial recognition. 2018 is an important node for the
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common application of face recognition technology in China, marking the final arrival
of the era of face recognition [1].

Except the field of security and finance, face recognition has been widely used in
many other fields, such as transportation, education, medical treatment, police,
e-commerce and so on. In order to further grasp the opportunities brought by face
recognition technology, China has issued a series of policies to support the research
about this new technique.

2 Background

Artificial intelligence (AI) is a advanced and new field. Face recognition is one of the
representative directions of AI, which is widely used in our production and life, with
high performance of real-time and awareness. Its application is common and its status
in access control, payment, authorization and smart-home is increasingly high. At
present, the research and development of face recognition is developing rapid and the
jurisdiction is getting there and higher, but the use has not been so popular, many
occasions that can apply face recognition systems have not installed that for a series of
reasons.

Face recognition study became popular in the early 1990s [2] following the
introduction of the historical Eigenface method. After this, many holistic approaches
are put forward. However, a well-known problem about these holistic approaches is
that these methods fail to address the unexpectable facial changes that deviate from
their prior assumptions. So local-feature-based face recognition appeared to solve this
problem. As the time flies, techniques like learning-based descriptors, deep learning
descriptors appeared and the accuracy was dramatically boosted to 99.8% in just
several years [3].

The purpose of this paper is to find an quick and accurate method which do not
have the demand of systems of high performance to manage students’ dormitory in a
fast and efficient way. It has three parts as follows:

(1) Face recognition module: FR module includes three functions: face image
recognition and interception, face alignment, and face feature extraction and face
verification. The traditional method called Histogram of Oriented Gradient is used
to detect and intercept a face, and the pre-processing uses the method of gamma
normalization to reduce the influence of illumination. Face alignment using a
python package called Dlib to align the 68 special point of the face. Face feature
extraction adopts pre-trained Facenet neural network to extract 128 dimensional
feature vector of face and to store it in database or compare with face in database
and calculate Euclidean distance, so as to compare the most similar person
according to this distance.

(2) Database module: the database module contains two functions: storing face
information and displaying all information of members. Database is established
by MySQL database.
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(3) UI and software module: the software’s user interface is designed by QT designer
and encapsulated into a software system that can run by each device. The hard-
ware demand is low and the related software environment is no longer needed.

3 Work Methodology

3.1 FR Module

3.1.1 Face Recognition and Interception
HOG features are called Histogram of Oriented Gradient [4]. The directional gradient
histogram feature is a very effective image feature descriptor, which is widely used in
various detection and recognition scenes. The algorithm can describe the image fea-
tures by calculating the gradient of the local image and counting its directional gradient
histogram, and can describe the edge texture information of a specific target well. HOG
basic idea is that even without a clear understanding of the relative gradient or
boundary attitude, the appearance and shape of an object can often be represented by a
local strong gradient change or edge direction. For algorithm implementation, this idea
is implemented by dividing the image window into small blocks, which are called cell.
Units For each pixel in each cell, the one-dimensional gradient histogram is accumu-
lated. In order to have better invariance to different illumination, control normalization
is also an important step before using these local data. Normalization can be achieved
by accumulating local histogram “energy” in a larger region and using this energy to
normalize all cell. This larger region is called block. The algorithm of HOG are as
follows:

Algorithm 1:

1. Grayscale processing.
2. Gamma normalization.

Compute the value of each pixel with the function as follows:

Iðx; yÞ ¼ Iðx; yÞgamma ð1Þ

gamma usually take 0.5

3. Calculating the gradient of each pixel of the image (including size and direction).

One dimensional gradient of pixel ðx; yÞ in the image can be calculated as follows:

Gxðx; yÞ ¼ Hðxþ 1; yÞ � Hðx� 1; yÞ
Gyðx; yÞ ¼ Hðx; yþ 1Þ � Hðx; y� 1Þ ð2Þ

Gxðx; yÞ;Gyðx; yÞ;Hðx; yÞ represents the gradient of pixel ðx; yÞ in x orientation, y
orientation and the value of the pixel. Then use the one dimensional gradient to
calculate the amplitude and phase of each pixel with the following function:
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Gðx; yÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Gxðx; yÞ2 þGyðx; yÞ2

q

aðx; yÞ ¼ tan�1ðGyðx;yÞ
Gxðx;yÞÞ

ð3Þ

4. Segmenting of images into small area called cells (each 16 pixels).
5. Building gradient direction histograms for each cell.

Divide 180 into several bins. Then use these bins as abscissa to do weighted vote
for the histograms. The weight are related to the amplitude of each pixel which are
calculated by a statistical method called tri-linear interpolation.

Combining cells into large intervals (block), and normalizing gradient histograms
within blocks.

First combine several adjacent cells into a larger area called block, then use a
function to normalize the histograms within each block. There are four methods to
normalize the histograms, this paper use L2-norm normalization as follows:

L2� norm; v ! v=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
vk k22 þ e2

q
ð4Þ

v represents the value of each bin.
After the extraction of HOG features, these features can be used to train a SVM [5]

classifier to detect a human face.

3.1.2 Face Alignment
Face alignment module is based on the Dlib deep learning library. According to the 68-
points face landmarks [6], by finding and multiplying a similarity transformation
matrix, the face features can be aligned to the average face. The algorithm can complete
the face alignment in a few milliseconds and meet the fairly high accuracy, which can
meet the efficiency and accuracy requirements of this program. A practical imple-
mentation of the algorithm is provided by the Dlib deep learning library, which can be
easily applied to the program.

3.1.3 Face Verification
A deep network structure called Facenet [7] proposed in 2015 is used in this system.
The biggest innovation of the network should be to propose a different loss function.
What’s more, instead of using a classifier, we use the distance of points in the
eigenspace to indicate whether the two images are the same class. The network
structure is as follows (Fig. 1):

1. Batch are sent to a deep architecture, such as a convolutional neural network.
Google Inception ResNet V1 [8] is selected here.

2. 2.After CNN, each feature x should be L2-normalized to make, so that the feature of
all images is mapped to a hypersphere.

3. Then send the feature into an embedding process, so the image x is mapped to 128-
dimensional Euclidean space by function f ðxÞ.
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4. After the embedding layer, we optimize the weight of CNN with these features, and
here we propose a new loss function, triplet loss function, which is the biggest
innovation of the network.

The triple loss function is a loss function with three sample inputs, containing an
anchor sample, a positive sample and a negative sample. By training the classification
model with LDA method, the intra-class feature distance is getting closer and the inter-
class feature distance is getting far away. In order to ensure that the feature distance
between the anchor sample and the intra-class image (positive sample) is closer and the
feature distance from the inter-class image (negative sample) is farther, we need the
triplet loss function to realize it.

A constraint can be constructed:

f xai
� �� f xpið Þ�� ��2

2 þ a\ f xai
� �� f xni

� ��� ��2
2; 8ðxai ; x

p
i ; x

n
i Þ 2 C ð5Þ

The variable a is the distance tolerance between the intra-class pair and the inter-
class pair, which can be set artificially. C is the set of all triples in the training set.

Then write the formula 5 as a loss (optimization) function, and the model is
optimized by reducing the value of the loss function. The loss function can be
expressed as:

Batch Deep Architecture L2

E
M
B
E
D
D
I
N
G

Triplet
Loss

Fig. 1. Net structure
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Posi ve

Nega ve

Anchor

Posi ve

Nega ve

Learning

Fig. 2. Training ideas
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L ¼
XN
i

f ðxai Þ � f ðxpi Þ
�� ��2

2� f ðxai Þ � f ðxni Þ
�� ��2

2 þ a
h i

þ
ð6Þ

By using the transfer learning method, the FaceNet model weights trained by 13000
pictures are transferred to generate 128-dimensional feature vectors of faces. Through
comparing the Euclidean distance between the input image and images in the database,
we can judge who is the most similar owner of the input face image. The Euclidean
distance formula is as follows:

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X127
i¼0

ð~xi �~yiÞ2
vuut ð7Þ

x; yð Þ are the 128 dimensional features of two faces.

3.2 Database Module

Database module is a place to store and display personnel information and face
information. To achieve the following functions:

1. Storage and Automatic Updating of Dormitory Personnel Information.
2. Supporting easy to query, modify and import information manually.

MySQL is a relational database management system. Based on the MySQL data-
base, we can establish an quick and high-capacity database module which satisfies the
demand above.

4 Results

4.1 Test Platform

Hardware environment: CPU: Intel (R) Core (TM) i5-5257U.
GPU: Intel (R) Iris (TM) Graphics 6100 which does not support CUDA.
Software environment: operating system: Windows10.
Development language: Python.
IDE: Pycharm.

4.2 Variable Configuration and Data Set

The sizes of each element in FR system are as follows:
OpenCV detection window: WinSize = 128 * 64 pixels, the step size of sliding in

the image is 16 pixels (both horizontal and vertical).
Block: BlockSize = 64 * 64 pixels, the step size of sliding in the detection window

is 16 pixels (both horizontal and vertical).
Cell: Cell size = 16 * 16 pixels.
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The training data set of face verification system is selected from CAS-PEAL data
set [9] randomly. This test selects 500 images of 50 different people.

4.3 Test Result

After configuring and training, this section carries on a whole analysis to the system,
mainly analyzes the face detection accuracy, the recognition speed, the face recognition
accuracy rate, the database adds and deletes the check operation speed. LFW [10]
(LableFaces in the Wild) data set is used for the test data set.

4.3.1 Face Recognition Performance Test
A trained SVM classifier is used to detect a part of the sampled picture in the LFW data
set three times, and the three results are recorded in Table 1:

As a result, the average recognition time of 1454 pictures is about 40 s, the
recognition accuracy is about 97.1%, the recognition performance is ideal, and the face
detection can be realized quickly and accurately.

4.3.2 Face Verification Performance Test
The LFW data set is first aligned with the face, and the input layer image with FaceNet
size should be 160 * 160 pixels. Then the FaceNet is used to verify all the images of the
LFW data set, and the total face detection time, face detection accuracy, and the results
are as follows:

It can be seen that the accuracy rate is 98.46 � 0.004% and is at a high level. The
system can accurately distinguish faces and meet the demand of practical application.

Table 1. FR test results

Number of tests Verification accuracy Recognition time

1 0.971 48.33 s
2 0.972 54.89 s
3 0.971 33.84 s

Fig. 3. Face verification result

356 Y. Yang and L. Ye



4.3.3 Database Performance Testing
Write 10000 pieces of data into the table, then delete them in batches. The records of
the run time of the three programs are as shown in Table 2.

As can be seen, the average time of adding and deleting 10000 pieces of infor-
mation in the database is about 123 s, and it supports batch deletion, batch import,
which also has very fast speed and very convenient operation.

4.3.4 UI Performance

Open the encapsulated software, the overall user interface function is shown in Fig. 4
and design is shown in Fig. 5(a). After turning on the camera, click on the recognition
button for real-time recognition. The recognition result of strangers is shown in 5(b),
and the recognition result of students in the database and database changes are shown
in Fig. 5(c)(d)(e).

The error of the password and the error of the unfamiliar face are all reported
normally according to Fig. 6(a)(b). The results of the registration of the stranger's face

Table 2. Database test results

Number of tests Runtime

1 129.0 s
2 118.7 s
3 126.5 s

GUI

HOG feature
extrac on

SVM train

Face 
intercep on

Dlib library Informa on 
display

Slide 
window

FaceNet

Face 
alignment

128-
dimensional 

features

Aligned face

Database

Face 
verifica on

Navicat
Premiun

Fig. 4. UI functions
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are shown in Fig. 7(a)(b). Click recognition again to identify the newly registered face
and it’s shown that the recognition is successful by Fig. 7(c).

Because the test time is uncertain, the time can not be used as the trigger signal, so a
button is used to simulate the time which is the deadline of backing dormitory, and the
click button generates the list of people who are not in bed, as shown in Fig. 8.

(a)whole UI (b)recognize stranger

(c)recognize person in the database 

(d) original database (e)changed database 

Fig. 5. FR results and changes of and database in recognition library
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(a)error password                   (b)no face

Fig. 6. Error situation

(a)register new face (b)changed database

(c)recognize newly registered

Fig. 7. Identification of registered information
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At this point, the whole system function verification and analysis, the system
successfully completed all the above functions.

5 Conclusion

This paper focuses on the design and implementation of a dormitory information
management system based on face recognition, and describes the research of related
algorithms with machine learning and deep neural network as the core, then finish the
design and implementation of a dormitory information management system based on
these theories.

The system is targeted at providing a more economical and effective new man-
agement mode for the traditional dormitories that use manual management, and only
have computers of low performance in parallel computing. The computer does not need
high performance GPU, and the application portability is strong, the traditional PC
machine with camera can run this software without complex configuration due to this
software’s strong compatibility.

6 Further Study

The accuracy of the program is greatly affected by the clarity, distance and illumination
of the camera. To further improve the accuracy, it is necessary to collect more images
of all registered dormitory members and retrain the FaceNet of pre-training, so as to
improve the ability to distinguish the members of the dormitory and the faces of
strangers. By training with more data, the CNN can fit the real result more precisely. By
collecting training set more suitable and consider the influence of clarity, distance and
illumination in, it is possible to use this system commonly in some schools with old
infrastructure and help them realize the smart education more conveniently.
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Fig. 8. Single generation
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