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Abstract. Because of the huge volume of cold chain logistics data, the tradi-
tional data dynamic mining method can not mine the whole local drug circu-
lation data, resulting in the lack of a large number of data mining results,
reducing the integrity of the data. Therefore, in the context of cloud computing,
a new dynamic mining method is proposed for the cold chain logistics data of
drug circulation. Under the cold chain logistics model, the method is further
developed by defining the drug circulation mode. The data mining uses cloud
computing technology to extract the target data; uses data cleaning, data elim-
ination, data supplement and data conversion to preprocess the target data;
according to the association rules between the acquired data, realizes the
dynamic mining of cold chain logistics data information. Experiments show
that, compared with the traditional methods, the proposed mining method can
find the target data in the huge cold chain logistics data, and achieve all the data
mining. It can be seen that the data mining method proposed in this paper has
higher data integrity.
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1 Introduction

For a long time, high-performance computing (HPC), as an important topic in the field
of computer research, has been concerned. Since the 1990 s, HPC has grown from 1
billion floating-point operations per second to 10 billion floating-point operations per
second. However, with the increase of computing speed, the cost of supercomputers
has also increased, and its high cost makes people rarely able to afford [1]. However,
cloud computing technology has changed this situation, people began to use parallel
and distributed computing technology to build high-throughput cloud computing
system. The development style of high-end computing system is changing, and the
computing strategy has changed from HPC to HTC, that is, to high-throughput com-
puting. Generally, in order to make the results of data mining more accurate, people
tend to choose larger data sets. Considering the problems of running efficiency and
computing speed, the distributed computing and storage of cloud computing system
have more advantages than single processing. Therefore, more and more technologies
are put into the use of cloud computing technology [2].
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Data mining is a process of building models and discovering the relationships
among data in large-scale data of database by using various analysis means and tools,
and obtaining valuable information that has not been known before. It belongs to an
interdisciplinary field, including statistics, database, pattern recognition, machine
learning, artificial intelligence, high-performance computing, data visualization and
other fields. Figuratively speaking, data mining looks for small valuable parts from
large raw materials, just like extracting gold from soil or sand. The main task of data
mining is to extract patterns from data sets. According to function classification, data
mining can be roughly divided into two general characteristics: description and pre-
diction. Description is mainly to find the data stored in the database through data
mining, while prediction is the basic data knowledge of data mining, which can be
divided into feature analysis, association analysis, classification prediction, clustering
analysis, inference and prediction [3].

Cold chain logistics generally refers to the system engineering to reduce the loss of
products in the production, storage, transportation, sales and all links before con-
sumption, which is always in the specified low temperature environment to ensure
product quality. Cold chain logistics is established with the progress of science and
technology and the development of refrigeration technology. It is a low-temperature
logistics process based on refrigeration technology and means of refrigeration tech-
nology [4]. Therefore, at this stage, some drugs circulation, as long as the cold chain
logistics mode is adopted, while ensuring the quality of drugs, the information in each
link is clear. In order to grasp the status of drugs in circulation in time, a dynamic
mining method of cold chain logistics data is proposed under the background of cloud
computing.

2 Drug Circulation Under Cold Chain Logistics Model

In a certain period of time, according to the change of drug information, drug infor-
mation is divided into fixed drug information and changed drug information. Because
the traffic network information changes all the time, in order to increase the anti-
interference of the preset model, a coefficient of variation can be set. When the coef-
ficient of variation is greater than a threshold, it is understood that the traffic network
information has changed; when the coefficient of variation is less than the threshold, the
traffic network has not changed. The changed drug information and the changed traffic
network information can be collectively referred to as the changed information.
Therefore, when the changed information is not generated, the cold chain logistics
distribution network is static. According to the existing information, the distribution
cloud platform plans the distribution path, sends the planned route map to the terminal
of the cloud distribution system, and guides the driver to drive. With the implemen-
tation of refrigerated vehicle distribution task, once the distribution cloud platform
receives the change information request, the distribution cloud platform will adjust and
plan the original driving route according to the new data to respond to the change
information.

Since the change information is generated based on the concept of time, the strategy
of “time axis recording + cloud service platform delivering distribution information” is
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adopted. When the change information is generated, record the time t, analyze the
unfinished, ongoing and newly generated drug information at the time t, so as to divide
the dynamic distribution problem into static problems by using the time axis, and the
cloud service platform will The distribution information is known and transferred to the
intelligent vehicle scheduling system for global optimization [5], as shown in Fig. 1.

(a) It means that when the refrigerated vehicle has not started in the distribution
center, it plans the distribution path according to the known customer information and
real-time road condition information. It is known that the acceptable service time of
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Fig. 1. Dynamic distribution path of cold chain under time axis
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customer 5 and customer 6 is adjusted at time t, and the vehicle just serves customer 1,
so a new path planning is carried out for the remaining customers.

3 Dynamic Data Mining Method of Cold Chain Logistics

3.1 Cloud Computing Technology Extracts Target Data

According to the cold chain logistics model, the cloud computing technology is used to
extract the target data. Cloud computing technology is widely used in the logistics
industry. Through the collection of historical data, current data and follow-up new data
in the cold chain information source, the historical data and current data are analyzed to
explore the general law of follow-up new data. According to the new law, the status of
drugs in the circulation link is analyzed to facilitate the cold chain logistics enterprises
to formulate targeted development plans and lines Industry planning [6].

In the aspect of drug safety, the data collection and visual analysis under the
background of cloud computing can obtain the logistics data in the circulation link; the
distributed computing results and database query results of drug safety can be obtained
by integrating the distributed processing and data warehouse technology; the sensor
inspection information processing and fusion technology can be used to analyze the
drug in each link by building a cloud platform Stream information and real-time
environment data. Figure 2 below is a schematic diagram of the cold chain logistics
data collection model under cloud computing technology.
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One of the key points of cold chain logistics data collection is temperature infor-
mation, because the temperature is too high or too low, which has an impact on the
quality of drugs. According to this characteristic, temperature and humidity recorder
and acquisition standard are constructed. In order to ensure the temperature monitoring
in cold chain logistics and provide the most timely data, cold chain logistics cloud
computing center provides a non-contact temperature and humidity recorder that can
realize the automatic collection and storage of temperature data.

The logic components of the temperature and humidity recorder for cold chain
logistics include temperature data acquisition, data processing and data storage. The
corresponding hardware is integrated digital temperature and humidity sensor, low-
power microcontroller and data memory. According to the length of refrigerated
transport car, install appropriate number of temperature and humidity probes, 3 below
10 m, 4 above 10 m. The single-chip controller suitable for industrial environment is
selected, which has the design of anti disassembly and anti destruction. The internal
integrated GPS module, six axis gyroscope, TF memory card interface, SIM card and
standby power supply. After the temperature and humidity recorder is installed in the
cold chain transport car, it can collect data in real time, record vehicle turning, braking,
tilting and position information, and send it to the cloud computing center through
3G/4G mobile data network. Table 1 is the main collection index of temperature and
humidity recorder [7].

The cloud computing technology is used to count these data and classify them
according to the data sources, so as to provide reliable data sources for further data
mining.

3.2 Target Data Preprocessing

The data extracted from cloud computing is often incomplete and noisy. The quality of
data often determines the quality of data mining. In a mess of disordered data, it is
impossible to carry out effective data mining and data analysis. The four processes of
data cleaning, data integration, data conversion and data reduction are collectively
referred to as data preprocessing. Before data mining, data preprocessing can improve

Table 1. Main collection indexes

Index item Parameter Value

Temperature Scope of work –40 °C–80 °C
Temperature error range ±0.5 °C
Waterproof grade IP65
Working voltage 3–36 V

Humidity Scope of work 0–100%
Humidity error range 3%
Waterproof grade IP65
Working voltage 3–36 V
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data integrity, accuracy and availability, remove redundant data, reduce the amount of
computation, and improve the quality of data mining.

Data cleaning is the processing of data noise and incomplete data cleaning; data
integration is the unified storage and management of data of different data formats and
different data sources; data transformation is to transform data of different structures
into data input structures with applicable data mining algorithms on the premise of
modifying the data structure input by data mining algorithms; data reduction In the face
of massive data, data reduction can reduce the amount of data while keeping the
integrity of data unchanged [8].

The main content of data cleaning includes two parts: noise removal and incom-
plete data processing. Noise removal refers to the treatment of random errors, devia-
tions and redundancy in data, mainly including smoothing, clustering and de
duplication. Smoothing is to smooth data values by deleting data that does not conform
to the general data distribution curve. Clustering is a group of similar data, and outliers
may be noise. The reason of de duplication is that there is no need to repeat data in
many analyses, so de duplication is used to remove noise. Processing incomplete data
refers to the processing method of treating incomplete data, including two processing
methods: deleting data and supplementing complete data. Specifically, it includes data
deletion, mean value supplement and neighbor supplement. Among them, deleting data
is to delete all data with null attribute, and the number of data applicable to null
attribute is far less than the total number of non null data; mean value supplement is to
use the mean value of all non null values of attribute instead of null value, and the
change degree between attribute values is small; nearest neighbor supplement is to
make up for the missing data through proximity data.

If the attribute values of the known data a and b are ai and bi respectively, there is a
formula:

f ai; bið Þ ¼ 1 if ai ¼ bi
0 else

(

ð1Þ

According to the above formula, the nearest neighbor measures of a and b are cal-
culated as follows:

g a; bð Þ ¼
X

f ai; bið Þ ð2Þ

According to the above calculation results, find out the nearest m neighbor with the
largest measure, that is, the most similar neighbor, use the attribute value of neighbor
instead of null value, this step can deal with binary Boolean data. The threshold
supplement first calculates the distance C between the incomplete data and all other
data. If C\Threshold is less than the threshold, the corresponding attribute value of
the data is used instead of the null value, which C can be Euclidean distance, and its
calculation equation is:
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C ¼
X

i

ai � bj
�� ��2

 !1=2

ð3Þ

You can also default the above formula to Manhattan distance:

C ¼
X

i

xi � xj
�� �� ð4Þ

The formula can deal with discrete and continuous data. Experience supplement is to
supplement the vacancy value manually according to experience, which requires the
processing personnel to have rich experience and low data complexity.

According to the above process of cleaning data, according to the results of
cleaning data conversion processing. Data conversion includes four cases: unit con-
version, data generalization, normalization and attribute construction: unit conversion
is the unit of original data, which may need unit conversion. For mobile cold chain
data, common unit conversions include: time and normal time conversion; time mea-
surement second, minute and hour conversion. Data generalization is to layer the
concept and replace the low-level or “original” data with the high-level concept. For
mobile cold chain data, common data generalization includes: attributes of mobile user
location can be generalized to higher-level concepts; time of a week can be generalized
to workdays and weekends; time of a day can be generalized to morning, noon and
evening. Normalization is to give equal weight to attributes of different dimensions so
that they have the same influence on the analysis results. The normalization methods
for data include attribute normalization and attribute standardization.

Data specification includes four main methods: dimension reduction, numerical
reduction, data sampling and discretization: dimension reduction uses coding mecha-
nism to reduce the size of data set and delete irrelevant or weakly related attributes in
data. Numerical reduction is to replace a large amount of data with a small amount of
data in an average sense. Data sampling is faced with a large number of data samples
and can not be processed. It can sample the data and analyze the subset. Discretization
is the discretization of continuous attribute values. The continuous attribute values in
the original data are marked with discrete intervals to simplify the number of attribute
values and simplify the original data. According to the above data preprocessing
method, the cold chain logistics data in the drug circulation link is preprocessed to
ensure the authenticity and integrity of drug related logistics data. Through dynamic
mining method, the required logistics data is obtained.

3.3 Dynamic Mining of Logistics Data

The dynamic data mining task is implemented, which is based on the preprocessed data
and finds out the same type of data characteristics according to the association 2m rules
between the data. And processed data sets, generally, there are m data clusters of
different phases. There may be frequent s data clusters, and there will be a rule.

Therefore, in these complex data sets, all frequent data clusters that meet the
minimum support threshold are found, and then association rules with high confidence
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are mined from these clusters. The possible rules between frequent data clusters can be
expressed by the following formula (5):

r ¼
Xm

u¼1

EDI
m

u

 !

�
Xm�u

Z¼1

m� uð Þ=Z
" #

ð5Þ

In the formula: r possible association rules obtained from cluster data cluster analysis;
u is number of candidate clusters; Z support count of each candidate cluster. According
to these possible association rules, the association degree between these rules is
measured [9–11].

According to these possible association rules, the association degree between these
rules is measured [12]. Set B ¼ w1;w2; . . .;wmf g to represent the set of all items. If
X�B is a drug logistics data X mode, X is called the item set when there are h data
information in the mode h.

It is assumed that data P is a set in drug circulation, in which each circulation data
H is a set of items, and each data type is represented by HP. U and V are two cluster
item sets, which exist in U�B, V�B and U \Vk are included U in the drug logistics
data H. If and only then U�H, the association rule is U ) V u; v½ �. Therefore, the
description equation of support and confidence is:

support U ) Vð Þ ¼ P U [Vð Þ
confidence U ) Vð Þ ¼ P V=Uð Þ ¼ P U [Vð Þ=P Uð Þ

(

ð6Þ

W � Kij j
Wj j � b; 1� i�m; b 2 0; 1½ � ð7Þ

In the formula: b indicates the specified parameter, which W is used to describe the
division precision Yi. It will be divided into data blocks. If the above formula
K1;K2; . . .;Kn and W does not hold for all sums, it needs W to be divided into data
blocks Y 0

n. So far, under the background of cloud computing, the dynamic mining
method of cold chain logistics data of drug circulation link can be realized.

4 Experimental Study

This paper proposes a comparative experiment, compares the data mining method of
this study with the traditional data mining method, analyzes the differences between the
two mining methods, and draws specific experimental conclusions according to the
experimental test results.

4.1 Experiment Preparation Process

Set up the experimental test platform, select the experimental test software, and the
following Fig. 3 is the operation page of the experimental test software.
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Randomly select a pharmaceutical group in a certain city, take the cold chain
logistics selected by its drug circulation as the experimental test object, randomly select
the drug circulation data in three directions as the object to be mined, respectively
recorded as N1, N2, N3. Table 2 below is the basic information of the object to be
mined.

Figure 4 below is the distribution diagram of these drug circulation data in the cold
chain logistics data storage database.

Fig. 3. Test software

Table 2. Basic information of objects to be mined

Data size Data type

N1 45.5 GB Distribution link
N2 28.63 GB Transportation link
N3 104.27 GB Transportation link
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According to the above figure, the data in N1-N3 group are randomly distributed in
four quadrants and do not have specific laws, which meet the requirements of this
experiment. Therefore, two data mining methods are used to mine the data in Fig. 4
and analyze the mining effect of the two methods.

4.2 Experimental Results and Analysis

Taking the proposed data mining method as the experimental group and the latest data
mining method proposed by other scholars as the control group, all data in N3 group
are mined, as shown in Fig. 5.

After analyzing the two groups of test results, it is known that under the same
experimental conditions, the mining method proposed in this paper is to mine all N3
data in four quadrants, and there is no problem of missing and mining errors. However,
under the latest mining methods, for the remote N3 data, it is not mined at all. At the
same time, there are some mining results of N2 and n3ex data in a small range. Based
on the above experimental results, we can see that the proposed data mining method
has already cleaned and compensated the data in the preprocessing stage, so as to get
the complete mining results.
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5 Concluding Remarks

On the basis of combing the relevant research results at home and abroad, this paper
improves the original traditional data mining methods by using the technology of cloud
computing, data mining and logistics management. By means of cleaning and com-
pensation, the repeated data and missing data in the circulation of drugs are prepro-
cessed to achieve a higher degree of data mining integrity. However, the proposed
mining method does not consider the mining efficiency, so there may be a certain
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degree of backwardness in efficiency, so in the future research and innovation tasks, we
can also improve the data mining technology from the perspective of efficiency.
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