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Abstract. The Internet Protocol (IP) architecture could not fully sat-
isfy Vehicular Ad-hoc Networks (VANETs) needed efficiency due to their
dynamic topology and high mobility. This paper presents a technique
to update the software of Electronic Control Units (ECUs) in vehicles
using Information Centric Network (ICN) architecture. The proposed
technique replaces Flashing Over The Air (FOTA) using IP with FOTA
using ICN. The importance of FOTA is illustrated as well as the impact
of applying the ICN architecture on VANETs. Through our experiments,
we compare between the known FOTA over IP and the newly introduced
FOTA technique over ICN.

Keywords: Flashing Over The Air (FOTA) · Information Centric
Networking (ICN) · ndnSIM · Vehicle software update · Vehicular
Ad-hoc Networks (VANETs).

1 Introduction

In the recent years, data transfer rates have rapidly increased. The number of
connected nodes exponentially increases to accommodate the demand of users
and services such as mobile phones, vehicles and Internet of Things (IoT). The
rapid growth in the number of nodes introduces prime challenges such as resource
consumption, mobility, security and scalability to the Internet Protocol (IP)
addressing network architecture (host to host). One of the key examples is the
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Vehicular Ad-hoc Networks (VANETs), where the bottleneck or contingency of
data results in loss of connectivity and consequently leads to possible vehicle
crashes and people fatal injuries. The increase in network latency or centralized
network overhead leads to 1.35 million injuries per year [9].

Information Centric Networking (ICN) reduces the latency of VANETs where
information is labeled into objects with descriptors. In ICN, the data source
node announces the data availability modeled as an object. The requester node
establishs a communication channel to the nearest node to transfer an interest
request. The interest request propagates through the intermediate nodes until it
reaches the source node. Subsequently, the source node sends the required data
reversely to the same routing path without needing to know who the requester
is. The data is transferred to the neighboring nodes trough the network, until
the data reaches the requester node or the nearest node. In ICN, each node in
the routing path can cache the data in the content store to satisfy the same
upcoming interests in order to decrease the response latency.

Table 1. IP and ICN architecture comparison

ICN architecture IP architecture

Caching Occurs in all the intermediate
nodes in routing path

Occurs in servers only

Naming Hierarchical/flat Source/destination
address embedded in the
packet name

Security Focusing on object security Focusing on channel
security

Data availability in high
mobility nodes

Highly associated/achieved
with the cached data versions

Achieved with response
latency

One of the main features of ICN is the decoupling between a transmitter
and a receiver. The ICN uses a message content instead of destination address.
Hence, the source/requester node announces and registers a request using the
object name and does not use the node address to reduce the network overhead.
ICN takes advantage of the distributed control instead of central control to
reduce the bottleneck [11]. Table 1 summarizes the main differences between IP
and ICN network architectures [4].

An important applications, called Flashing Over The Air (FOTA) has been
required recently in automotive industry. In the following sections, we will
describe in detail the network challenges, proposed ICN architecture, and FOTA
application [1].

The advances in automotive industry use electronic circuits called Electronic
Control Units (ECUs) for better control and automatic operations in the vehicle,
they connect vehicles through different networks. The connectivity enables data
exchange about local information such as road conditions, or weather. Data
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exchange between vehicles serves in vehicle ECUs update [8]. Consequently, the
VANETs use a large numbers of ECUs with complex hardware and software to
run algorithms for Advanced Driver Assistant Systems (ADAS) and autonomous
driving. For example, 100 ECUs with 250 embedded/graphic CPUs [14] are used
to execute more than 100 million lines of code inside the vehicle for handling
vehicle normal operation [15].

ECU’s errors, in either software or hardware, result in accidents, injuries and
losses. Due to the higher reliability of hardware, the software is a more proba-
ble source of defects. Software updates are either regular or on demand. They
are necessary to offset the liability of potential errors through vehicle recalls.
Currently Original Equipment Manufacturers (OEMs) plan to perform these
updates periodically for adding new features, fixing defects and handling security
vulnerabilities. ECU software updates occur at the OEM service center. FOTA
technology [7] is designed to avoid user inconvenience, unnecessary consumed
time, and to manage frequently ECU software update on the fly [2].

FOTA uses software data transfer over wireless communication network and
requires the following features: (1) minimal software update time, (2) data
integrity, and (3) security goals. The proposed technique of using FOTA over
ICN eliminates the need for source node addressing and the specific message
routing, which improves the VANETs performance.

In this paper, we run our experiments to evaluate the performance of our
proposed technique versus FOTA over IP in VANETs using Named Data Net-
working Simulator (ndnSIM). The results show that using our proposed tech-
nique enhances VANETs performance in all analyzed scenarios. Accordingly, we
propose to use the aforementioned ICN advantages in FOTA.

The remainder of this paper is organized as follows. Section II illustrates
FOTA and ICN background. Section III demonstrates a platform for FOTA
over ICN. Section IV presents FOTA simulation framework. Finally, conclusions
and future work are present in Section V.

2 FOTA and ICN Background

This section introduces the FOTA over IP network and the ICN platform in
section A and B, respectively. Using the IP network, vehicles receive the updated
software through an On Board Diagnostics (OBD) port and then the gateway
ECU routes the software data to the required ECU.

The IP network uses a Telematics Control Units (TCU) to interface the
vehicle to the network. The vehicles are developed to centralize the remote
diagnostics communication via internet [6]. Remote vehicle diagnostics facilitate
the vehicle’s ECUs software update. When software artifact or vulnerabilities
are detected, or new features are added; the ECU supplier updates/releases an
updated software version. The following steps describe the positive scenario for
FOTA process.
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Fig. 1. Flashing over the air, IP network

2.1 Flash over the Air over IP Scenario

As shown in Fig. 1, FOTA over IP is performed by the following steps.

1 - An OEM uploads the new software version to its cloud server.
2 - The cloud server notifies the vehicle with the availability of a new software

version.
3 - The main/gateway ECU authenticates the server and accordingly receives

the new software data information (metadata).
4 - The main ECU verifies/compares the received metadata with the already

flashed version and defines the targeted ECU to be flashed. Then the main
ECU decides either to continue the software update or not.

5 - The main ECU receives the new software data, while the vehicle’s whole
functionalities are running.

6 - The main ECU checks the software integrity and signature, then requests
the flash writing from the targeted ECU.

2.2 Information Centric Networking (ICN)

In this section, we present an ICN architecture, specifically Named Data Net-
working (NDN). An NDN node contains three main data structures. Forwarding
Information Base (FIB) memorizes the information about the sent interests.
Pending Interest Table (PIT) holds the awaiting information to be satisfied.
Content Store (CS) contains the cached data version locally.

The requests and satisfactions in ICN architecture are illustrated in Fig. 2.
Node 1 (subscriber 1) sends an interest request “/lib 1/book ai/2018.txt” to the
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Fig. 2. Data flow in ICN architecture

Resolution Handler 1 (RH1), RH1 exports the interest name and searches for
the content on its content store. Assuming that RH1 does not have the requested
interest data, RH1 forwards the interest to RH2 and RH3 and stores the interest
information in its PIT and FIB.

RH2 and RH3 do the same as RH1, then node 3 (publisher 1) satisfies the
“/lib 1/book ai/2018.txt” interest by forwarding the data back to node 1 on the
same routing path. The intermediate nodes between node 3 and node 1 (RH1,
RH2 and RH3) store the interest data at the CS then remove the interest request
from the PIT.

Node 2 (subscriber 2) sends an interest request “/lib 1/book ai/2018.txt” to
node 1, node 1 responses directly with the interest data from its content store
[13].
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Fig. 3. Software data exchange sequence

3 Proposed Platform for FOTA over ICN

In this section, we propose the vehicle software update through ICN architecture
procedure. First, the vehicle manufacturer node announces new software update
for specific ECUs in one of their vehicle models. The targeted vehicles in the
software update request the data from the nearest node/vehicle and the request
propagates towards the data source. New software data is routed back to the
requester through the same request path. All the intermediate vehicles/nodes
can cache the data to satisfy the upcoming requests. Each OEM has its own
technique to identify the software update file naming and versioning schema.

ICN in-network caching refers to caching the response data inside the inter-
mediate vehicles/nodes to decrease the number of requests that are directed
to the data provider. Accordingly, the manufacturer node response time is
improved. Hence, the software update feature could be delivered in a more effi-
cient manner for the rest of the vehicles.
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FOTA over ICN procedure is described in the following steps, and is depicted
in Fig. 3. The figure describes the steps while the vehicles are under coverage of
ICN network.

1 - The OEM publisher sends an announcement to indicate that there is an
updated software version for specific ECU. Vehicle C1 and C3 have the tar-
geted ECU.

2 - C1 sends an interest request to another vehicle C2.
3 - C2 adds the C1’s interest to PIT and forwards the request to RH2.
4 - RH2 and RH1 perform the same step as step 3 until interest request reaches

the OEM publisher.
5 - The OEM publisher transmits the software chunks to RH1 then RH1 trans-

fers the software until reaching C1. All the intermediate nodes between the
OEM publisher and C1 cache the data in CS.

6 - Once C1 receives the full software, it checks the validity of the software and
then starts the update procedure.

7 - Meanwhile, C3 requests the updated software from the nearest node C4.
8 - C4 and RH3 repeat step 3 till interest request reaches RH2, as the RH2

already has the software update in the CS.
9 - RH2 forwards the data directly to RH3.

10 - RH3 and C4 save the data in the CS and forward it back to C3.
11 - C3 repeats step 6.

Each time a vehicle needs to update the software, there is no need for C3
request to reach the main server (OEM publisher). This reduces the load on the
server side and decreases the latency. The latency is decreased as data response
takes shorter path and data comes from many nodes to satisfy same interest
from different nodes.

4 FOTA Simulation Framework

In this section, our objective is to highlight the flashing time measurements for
both IP and ICN networks through simulation experiments using Named Data
Network simulator (ndnSIM) [5].
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Fig. 4. FOTA Software data exchange for the first scenario 3*3 grid, node 1, 5 act as
consumers and node 9 act as a producer. Parts a & b in the figure show FOTA over
IP simulation data flow, and parts c & d show FOTA over ICN simulation data flow.

Table 2. Simulated vehicle Software flashing scenarios

Scenario ID Network topology Consumer nodes ID Producer node ID

Scenario 1 Grid of 3*3 nodes C1:Node 1 C2:Node 5 Node 9

Scenario 2 Grid of 10*10 nodes C1:Node 1 C2:Node 45 Node 100

Scenario 3 Grid of 15*15 nodes C1:Node 1 C2:Node 81 C3:Node 129 Node 225

4.1 Simulation Set-Up

ndnSIM is an open source package that uses the Named Data Networking (NDN)
protocol stack for the NS-3 simulator [12]. The ndnSIM simulator is widely used
to figure out NDN attributes such as FIB, PIT and CS and ICN network [3] [5].
This simulator is based on C++, our simulation parameters are as follow.

– Network Topology: Point to point.
– Routing Strategy: Best route strategy.
– Data Rate: 1 Mbps.
– Packet Size: 1024 Kbytes.

The analyzed case is to transfer one software for specific ECU, transmitted as
one segment, and vehicle connectivity is ensured during the software transfer.

Three scenarios are implemented for flashing software with the packet size as
descried in Table 2. The producer node “server” has the updated software, and
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Consumer vehicles request the updated software from nearest node (in case of
ICN) or from the server directly (in case of IP).

4.2 Simulation Results

We used the NetAnim tool to visualize the NS-3 simulator output results by
investigating the generated .xml files. In Fig. 4 we present FOTA software data
transfer between nodes for the scenarios mentioned earlier.

Figure 4-a & Fig. 4-b show FOTA over IP simulation data flow for the first
scenario as follows.

1. - Node 5 “consumer 2” sends a software update request to node 8.
2. - Node 8 forwards the request to node 9 “producer”.
3. - Node 9 transmits the software update to node 8.
4. - Node 8 forwards the software update to node 5.
5. - Meanwhile, node 1 requests the updated software from node 2.
6. - Nodes 2, 5 and 8 repeat step 3 until the request reaches node 9 “producer”.
7. - Node 9 transmits the software update to node 8.
8. - Nodes 2, 5 and 8 repeat step 4 till software update reaches node 1.

Figure 4-c & Fig. 4-d show FOTA over ICN simulation data flow for the first
scenario as follows.

1 - Node 5 “consumer 2” sends a software update request to node 8.
2 - Node 8 adds the node 5’s interest to PIT and forwards the request to node

9 “producer”.
3 - Node 9 transmits the software update to node 8.
4 - Node 8 caches the data in CS and forwards the software update to node 5.
5 - Meanwhile, node 1 requests the updated software from node 2.
6 - Node 2 adds the node 1’s interest to PIT and forwards the request to node

5. Node 5 already has the software update in the CS.
7 - Node 5 forwards the software update directly to node 2.
8 - Node 2 forwards the software update to node 1.

In Fig. 5, we present the experimental results for the three cases, where the data
transfer in ICN is faster than data transfer in IP. In IP protocol, the data source
is centralized in one node “producer”, and hence the producer is the only one
that can provide the data. In ICN protocol, the data source is decentralized and
the consumers can get the data from the nearest node that has the data in the
CS. In scenario 1, the transfer time for the consumer 1 in case of IP is less than
by 0.003 and this is due to network protocol and caching time as it is the same
node, server, routing path and distance. Using our proposed technique, the data
transfer time is reduced by 30% in most of the scenarios.
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Fig. 5. Experimental results for the three FOTA Scenarios over both IP and ICN
networks [1- 3*3 Grid of vehicles “two consumers (C1 & C2)” 2- 10*10 Grid of vehicles
“two consumers (C1 & C2)” 3- 15*15 Grid of vehicles “three consumers (C1 & C2 &
C3)”]

5 Conclusions and Future Work

IP networks have several issues such as resource consumption, security, and scal-
ability especially when it comes to vehicles high mobility. With the current type
of concerns, researchers take the opportunity to develop new alternative solu-
tions. Information Centric Network (ICN) is one of the proposed alternatives to
overcome the IP architecture concerns. This paper presents our novel method-
ology for providing Flashing Over The Air (FOTA) for vehicle software updates
over ICN architectures. This paper proposes and simulates three different FOTA
scenarios by changing the number of vehicles, the number of consumers and the
network architecture. This simulation is handled using NDN simulator. Results
have proven that FOTA over ICN improves many aspects such as software flash-
ing time, network response and servers bottleneck.

In the future, we plan to analyze more scenarios for FOTA over ICN while
taking into consideration the application hex data segmentation [10], topology
changes and vehicle mobility. This is in addition to analyzing the impact of the
possible attacks for both FOTA over IP and FOTA over ICN.
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