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Abstract. This paper proposes a new method of distributed watermark-
ing for large image database that is used for deep learning. We detect
the semantic meaning of set of images from the database and embed
the a part of watermark into such images set. A part of watermark is
one shadow generated from the original watermark by using (n, n) secret
sharing scheme. Each shadow is embedded into DCT-SVD domain of
one image from the dataset. Since the image sets have multiple image
and are distributed in the whole of multiple database, we expect that
the proposed method is robust against several attacks.

Keywords: Distributed watermarking · Multiple image database ·
Image sets

1 Introduction

1.1 Overview

With the rapidly increasing use of Internet, various form of digital data is pro-
posed to share digital multimedia for everyone over the wold. Normal users can
access to digital contents like electronic advertising, video, audio, digital repos-
itories, electronic libraries, web designing, and so on. Also, users can copy the
digital contents and distribute it easily via network. Digital copyright violations
happen frequently because of the increased importance of digital contents. That
makes the content providers need to focus on the protection that of copyright.
The techniques for copyright protection are developed and researched more and
more nowadays.

Digital watermarking technique is the promising technique for protecting
the copyright of the valuable digital contents. This technique embeds the copy-
right information (e.g digital logo, author’s name, identifier number, ...) into
the digital contents without quality degradation. The embedded contents, also
called cover contents, can be used to distribute to the users who bought the con-
tents. When copyright disputes happened, the embedded information is needed
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to extract from the embedded contents to verify the copyright of the related par-
ties. Therefore, the watermarking techniques are required to be robust against
the common attacks on the embedded contents such as digital content pro-
cessing, compression, RST (rotation, scaling, translation) attack, noise attacks,
and so on. The copyright information should be successfully extracted even the
embedded contents are adjusted by illegal users.

There are two big classifications of watermarking techniques such as spatial
domain based techniques [1] and frequency domain based techniques [2] tech-
niques. In general, the spatial domain techniques embed directly the copyright
information into the pixels of the original digital contents. These techniques
achieve high performance and do not degrade the quality of contents much.
However, such techniques are not robust against even simple image processing
attacks [3]. On the other hand, the frequency domain based watermarking tech-
niques are employed to embed copyright information on the coefficients’ values
of the image after applying some frequency transforms (i.e. DCT, DFT, DWT,
SVD). Frequency domain based watermarking techniques are mostly focused on
real applications since it is robust and secure. The application of both techniques
is data integrity, authentication, copyright protection, broadcast monitoring [4].

In the frequency domain, several digital watermarking methods are available
in literature including Discrete Cosine Transform (DCT) [5], Discrete Wavelet
Transform (DWT) [6], Singular Value Decomposition (SVD) [7], and so on. Such
frequency domains are normally employed on the digital format that is employed
in the real applications such as audio, image, text, and video. In this paper, we
focus on the DCT-SVD based watermarking for a proposal of digital watermark-
ing technique. DCT divides carrier signal into low, middle, and high frequency
bands. DCT watermarking is classified into two types: Global DCT watermark-
ing and Block-based DCT watermarking. That makes us possible to control
the regions for watermark embedding and extraction. On the other hand, SVD
transform decompose a information matrix into orthogonal matrices of singular
values(eigen values). It is used to approximate the matrix decomposing the data
into an optimal estimate of the signal and the noise components. That property
is important for watermarking technique to be robust against noise filtering,
compression, and forensic attacks. Based on this analytic, we choose DCT-SVD
watermarking method to propose a new framework of distributed watermarking.

As mentioned above, general watermarking techniques are always applied on
the normal digital format of multimedia contents. Recently, incorporating deep
neural networks with image watermarking [8,9] has attracted increasing atten-
tion by many researchers. In this framework, researchers mostly focus on how
to embed the watermarks into the trained or pre-trained model of deep neural
networks (DNN) [10]. They almost do not focus on how to protect the copyright
of image dataset provided for training and testing of DNN methods. That means
there are not a watermarking method for deep learning image dataset such as
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CIFAR-101, MNIST2, MS-COCO3, and so on. In our understanding, in order
to make the dataset for deep learning method, the providers take much more
time and effort to gather and to annotate the data. It also is updated to increase
amount of dataset year by year. Therefore, the large datasets for deep learning
are very valuable datasets to apply on real applications. In our knowledge, there
is not a proposal of copyright protection applied on multimedia dataset. That
means the copyright protection for large dataset is required as soon as possible.

1.2 Our Contributions

In this paper, we propose a new method of distributed watermarking for cross-
domain of semantic large image database. We make a first version of watermark-
ing method for dataset of deep learning algorithms. In order to keep the accuracy
of deep learning model, we distribute the copyright information (watermark) on
whole of dataset. The original watermark is separated into many scramble shad-
ows to keep the secure of copyright information. Each shadow will be embedded
into one image of dataset. The embeddable set of images are selected from the
dataset by checking the semantic relationship of images. In summary, we briefly
introduce our contributions as follows:

1. We propose a new distributed watermarking method for semantic image sets
extracted from dataset published for deep learning applications. The semantic
image set is defined as a set of images belonging one class from deep learning
dataset. In case of video format, the semantic image can be defined as a
set of frames from on shot video. This is the first consideration of copyright
protection for deep learning publish dataset.

2. We have an idea to distribute the separated shadows over all image sets to
keep the security of original watermark. Only the owners have the secret keys,
can extract the original watermark to prove the ownership of dataset.

3. We try to apply the proposed method on the shots of video file in order to
verify the efficiency of solution. Shot detection process can be simply per-
formed by using some conventional method4. All frames from one shot are
used to embed all scrambled shadows in order to improve the security.

We hope that our proposed method can be used for copyright protection of
large deep learning dataset. Datasets providers can embed their information into
whole of datasets and then publish it for everyone.

1.3 Roadmap

The rest of this paper is organized as follow: in Sect. 2, a brief overview of related
techniques using in the paper. In additional, we define the concept of semantic
1 http://www.cs.toronto.edu/∼kriz/cifar.html.
2 https://datahack.analyticsvidhya.com/contest/practice-problem-identify-the-

digits/.
3 http://cocodataset.org/.
4 https://github.com/albanie/shot-detection-benchmarks.

http://www.cs.toronto.edu/~kriz/cifar.html
https://datahack.analyticsvidhya.com/contest/practice-problem-identify-the-digits/
https://datahack.analyticsvidhya.com/contest/practice-problem-identify-the-digits/
http://cocodataset.org/
https://github.com/albanie/shot-detection-benchmarks
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large image dataset. In Sect. 3, the detailed steps of embedding and extraction
watermark are explained. In Sect. 4, the simulation experimental results and
discussion are shown. Section 5 gives conclusions of this paper.

2 Preliminary

In this study, we employ the combination of DCT and SVD transformation and
generate the frequency domain, called DCT-SVD domain. After that, the scram-
bled shadows are embedded into DCT-SVD domain. Such kind of transformation
is briefly explained as follows:

2.1 Discrete Cosine Transform

Discrete cosine transform (DCT) is a most popular linear transform domain that
is used in processing of multimedia contents [11]. DCT is always applied on com-
pression format of digital contents to remove statistical correlation. In addition,
the frequency bands of DCT including high-frequency, middle-frequency, and
low-frequency can be selected appropriately for data embedding. The DCT is
defined as:

Î(u, v) =
1√

M × N
C(u)C(v)

M−1∑

i=0

N−1∑

j=0

I(i, j) cos(
(2i + 1)uπ

2M
) cos(

(2j + 1)vπ

2N
)

(1)

C(u) =

{
1√
2
, u = 0;

1, u > 0,
(2)

where i, u = 0, 1, 2, . . . ,M − 1 and j, v = 0, 1, 2, . . . , N − 1. The inverse discrete
cosine transform (iDCT) is defined as follows:

I(i, j) =
1√

M × N
C(u)C(v)

M−1∑

i=0

N−1∑

j=0

Î(u, v) cos(
(2i + 1)uπ

2M
) cos(

(2j + 1)vπ

2N
)

(3)
where I(i, j) is the intensity of image and Î(u, v) is the DCT coefficients. The
DCT low-frequency information contains the main information of image. There-
fore, the visual quality of an image will be degraded significantly if the watermark
is embedded into DCT low-frequency. In the other hand, the DCT high-frequency
information contains the details edges of image, then, it is easily removed in lossy
data compression. Based on analysis above, the DCT middle-frequency is more
suitable for watermark embedding to maintain the visual quality of image and
to keep the robustness of watermark [12].
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2.2 Singular Value Decomposition

The singular value decomposition (SVD) is an important factorizing technique
to decompose one matrix into three matrices. The SVD is defined as:

A = USV T , (4)

where A is an M × N matrix, U and V are two orthonormal matrices, S is a
diagonal matrix consisting of the singular values (SVs) of A. The singular values
(SVs) satisfy s1 ≥ s2 ≥ s3 . . . ≥ sN ≥ 0 and the superscript T denotes matrix
transposition.

If matrix A is a pixel of image, the SVs can keep stable with a slight per-
turbation. SVs are almost keep stable even the image is adjusted the pixel value
under some attacks. Therefore, in order to improve the robustness of watermark
after embedding, we choose to SVs for guaranteeing the copyright information.

2.3 Semantic Large Image Dataset

The concept of semantic large image dataset is not defined beforehand. In this
paper, we define the semantic large image dataset as a set of images belonging
one class of one object. In case of video file, the semantic large image dataset
can be defined as a set of frames from one shot.

For instance, as the explanation of Kaggle5, “CIFAR-10 is an established
computer-vision dataset used for object recognition. It is a subset of the 80
million tiny images dataset and consists of 60,000 32×32 color images containing
one of 10 object classes, with 6000 images per class.”. That means that CIFAR-
10 contains 10 object classes, with 6000 images per class. Therefore, we can
extract ten semantic large image datasets from CIFAR-10, then we can embed
the copyright information into 6000 images for each class.

2.4 Distributed Watermark

In order to keep the secret of watermark information, we choose the (n, n) secret
sharing scheme [13] to distribute the original watermark. That implies that, n-
shadows S are generated from the original watermark W XOR-ing with n-secret
key K. In order to reveal the original watermark, we need to collect all n-shadows
S with XOR-ing it.

The (n, n) secret sharing scheme is described in a pseudo-code style below in
terms of its input, output, the construction procedure, and revealing procedure.
In the construction procedure, our algorithm shows the way to compute the
shadow watermark. In the revealing procedure, the algorithm that reveals the
original watermark, is explained how to reconstruct the original watermark from
the shadows.

According to the Algorithm 1, we can distribute the original watermark W
into n shadows Si. That can keep the secret of the original watermark (copyright
information). Only the owners, who has the secret key Ki, can reveal the original
W after collecting all shadows Si.
5 https://www.kaggle.com/c/cifar-10.

https://www.kaggle.com/c/cifar-10
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Algorithm 1: Distributed watermark - (n, n) secret sharing scheme
1 INPUT: Number of shadows n, the original watermark W
2 OUTPUT: n distinct matrices {S1, ..., Sn}, called shadows watermark.
3 CONSTRUCTION: Generate n + 1 random secret keys

K = {K1, ...,Kn,Kn+1}. Compute n shadow watermark {S1, ..., Sn} with

last.shadow = W
for all random secret keys in Ki in K do

Si = last.shadow ⊕ Ki

last.shadow = Si, for i = 1, 2, ..., n
end for

REVEALING: Reveal original watermark W from shadows
S = {S1, ..., Sn−1}.

last.watermark = Sn

for all random secret keys in Ki in K do
last.watermark = last.watermark ⊕ Ki, for i = 1, 2, ..., n − 1

end for

3 Our Proposed Method

Our proposed watermarking method can be applied on the large image dataset
for deep learning applications. However, the semantic large images meaning of
one class from dataset can be considered as a shot in the video format. Therefore,
in order to verify our idea simply, we apply our method on video format. Our
method consists of three processes: shadows construction from watermark, video
embedding, video extraction, and watermark revealing.

3.1 Shadows Construction Process

To keep the secret of watermark information, we scramble the original watermark
by using the (n, n) secret sharing scheme described in Sect. 2.4. We use the
process CONSTRUCTION in Algorithm 1 to generate n shadows Si from the
original watermark W with the secret keys Ki, where i = 1, 2, ..., n.

The shadows Si can be seen as Fig. 1. All shadows are randomized based
on the secret keys, therefore, only the owner, who keeps the key, can reveal the
watermark information.

3.2 Video Embedding Method

Our proposed watermarking method is shown in Fig. 2. The process to embed
the shadows into the frames of one shot can be described as follows:

Step 1: The shadows watermark image Si of size p×p is converted to a 1×p2

binary watermark sequence So
i . In our paper, p = 32.
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Fig. 1. (n, n) secret sharing scheme.

Step 2: Original video V is separated into multiple shots by using prepared
algorithm [14] beforehand.
Step 3: DCT is performed on each frame from one shot to create the DCT
frequency domain for all R, G, B plane. To improve the robustness and high
quality of the proposed watermarking scheme, the low-frequency region is
selected for watermark insertion.
Step 4: The low-frequency region is segmented into non-overlapping blocks
Ci of size 4 × 4, i = 1, 2, ..., N .
Step 5: For each block:
(1) DCT is performed on each block Ci. The coefficient Ci(0, 0) of each block

is collected into the matrix A.
(2) The matrix A is segmented into non-overlapping blocks Ai of size 4×4, i =

1, 2, ...,M .
(3) SVD is applied on the matrix Ai and the largest singular value is extracted

as follows:
[Uk, Sk, Vk] = SV D(Ak), k = 1, 2, ...M/4 (5)

where Uk, Vk and Sk are the results of SVD operation, respectively. Let
x = Sk(0, 0) represents the largest SV of matric Ak.

(4) The shadows watermark sequence So
i is embedded by modifying the values

of x. If So
i = 1, then x = (�(x ∗ Q)/2� ∗ 2)/Q. If So

i = 0, then x =
(�(x ∗ Q + 1)/2� ∗ 2 − 1)/Q. In this term, Q is the embedding strength
factor.

(5) The modified matrix S′
k is generated by altering their largest singular

values with x.
S′
k(0, 0) = x (6)
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Fig. 2. Video embedding method

(6) Modified matrices A′
k are constructed by the inverse SVD operation.

A′
k = UkS

′
kVk, k = 1, 2, ...M/4 (7)

All elements of matrices A′
k are mapped back to their original positions

in coefficient matrix A. Then a watermarked block C ′
i is produced by the

inverse DCT.
Step 6: After Step 5, the embedded frame are generated. Collect all frames
and re-create all shots to generate a watermarked video V ′.

3.3 Video Extraction Method

To extract the watermark information from a watermarked video V ′, we do not
need the original video V . The secret key Ki, and the number of shadows n are
required. The process of video extraction is shown in Fig. 3.

Step 1: The watermarked video V ∗ is separated into multiple shots by using
prepared algorithm [14] beforehand.
Step 2: By applying the DCT operation on each frame from one shot, the
DCT frequency domain for all R, G, B plane is obtained.
Step 3: The low-frequency region is segmented into non-overlapping blocks
C∗

i of size 4 × 4, i = 1, 2, ..., N .
Step 4: For each block:
(1) By applying DCT operation on each block C∗

i , the matrix A∗ is generated
by collecting all the coefficient C∗

i (0, 0) of each block.
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Fig. 3. Video extraction method

(2) The matrix A∗ is segmented into non-overlapping blocks A∗
i of size 4 ×

4, i = 1, 2, ...,M .
(3) SVD operation is applied on the matrix A∗

i and the largest singular value
is extracted as follows:

[U∗
k , S∗

k , V ∗
k ] = SV D(A∗

k), k = 1, 2, ...M/4 (8)

where U∗
k , V ∗

k and S∗
k are the results of SVD operation, respectively. The

values x∗ = S∗
k(0, 0) represents the largest SV of matrix A∗

k.
(4) The embedded watermark bits can be extracted as follows:

votes =

{
votes + 1, if �x∗ ∗ Q�%2 = 0;
0, other,

(9)

where votes is the number of even value of x∗. This method called “vot-
ing method”. Therefore, the shadows watermark sequence So′

i can be
extracted from votes as follows:

So′
i =

{
1, if votes > T ;
0, other,

(10)

where T is threshold value that is predefined beforehand.
Step 5: The watermark bits from all watermarked blocks of all frames are
extracted by repeating Step 4.
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Fig. 4. Test video and watermark

Step 6: From all extracted So′
i , we can construct all shadows watermark S′

i. By
using REVEALING process in the Algorithm 1, we can reveal the watermark
W ′.

3.4 Watermark Revealing Process

To obtain the watermark from the extracted shadows So′
i , we employ the

REVEALING process in Algorithm 1. We also use the information n of (n, n)
secret sharing scheme and the secret keys Ki that is used in CONSTRUCTION
process. If we apply on all extracted shadows So′

i , we can obtain the watermark
W ′ which is shown in Fig. 1.

4 Experimental Results and Analysis

4.1 Experimental Environment

Our proposed method is implemented in Python version 3.7.6. All experimental
results are obtained in MacBook Pro, macOS version 10.13.

To evaluate the performance of the proposed watermarking method, some
video “Akiyo”, “Container”, and “Foreman” 6 with 300 frames are chosen as the
test videos. It is shown in Fig. 4 (a)∼(c). A binary watermark W of size 32 × 32
shown in Fig. 4 (d) is selected as the watermark image. In order to make all
frames are similar to deep learning dataset, we scale the size of all frames with
the same size as 1024 × 1024.

In order to generate the shadows watermark So
i , we employ the (4, 4) secret

sharing scheme. That means n = 4. To generate the secret key Ki, we use the
function randint(0, 255)7 with secret seed = 101. The embedding strength factor
Q is set at 15. The threshold T is set at 2.

4.2 Imperceptibility Measure

To evaluate the imperceptibility of watermaked video, the peak signal-to-noise
ratio (PSNR) is adopted. The PSNR can measure the quality of all watermarked
frames [15], then average PSNR value for the embedded video can be calculated.
6 http://trace.eas.asu.edu/yuv/.
7 https://docs.python.org/3/library/random.html.

http://trace.eas.asu.edu/yuv/
https://docs.python.org/3/library/random.html
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Fig. 5. All PSNR values of all frames

PSNR = 10 log10
MAX2

MSE
, (11)

where MAX is the maximized value of pixel, e.g. MAX = 255. And MSE is
mean squared error.

MSE =
1

H ∗ W

H−1∑

i=0

W−1∑

j=0

[I(i, j) − Î(i, j)]2, (12)

where H and W are the height and width of frame. I and Î are the original
frame and the watermarked frame, respectively.

In order to compare the efficiency of our proposed method, we also implement
the similar embedding process and extraction process on the DWT-DCT domain,
which is usually employed for image or video watermarking field [18–20], called
DWT-DCT based method.

We calculated all PSNR values of all frames from test videos and obtained the
average PSNR values. All PSNR values of all frames from three test videos are
shown in Fig. 5. The average PSNR values from those of all frames are shown in
Fig. 6. Based on our experimental results, our proposed method achieved better
results than that of DWT-DCT based method.
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To show the visualized quality of one frame from test videos, we extracted
1st frame and calculate the PSNR value from those. Such results are given in
Fig. 7. It is clear that our results (Fig. 7(a1) (b1), (c1)) is better than the results
(Fig. 7(a3), (b3), (c3)) of DWT-DCT based method.

4.3 Robustness Measure

To evaluate the robustness of extraction method, we calculate the NC (Normal-
ized Correlation) [16] value of each frame.

NC =

∑31
i=0

∑31
j=0[W (i, j)W ′(i, j)]

∑31
i=0

∑31
j=0[W (i, j)]2

, (13)

where W and W ′ are the original watermark and the revealed watermark that
is reconstructed in Sect. 3.4. If the value of NC is close to 1, it means that the
robustness is better. Normally, the NC value is acceptable if it is 0.75 or higher.

To verify the robustness of our proposed method, various attacks including
median blur, Gaussian noise, Salt and Pepper noise, JPEG compression, overlay
attack, color attack, scaling, and rotation, are implemented. The details about
these common attacks are described as follows:

Filtering Attack. In this attack, the watermarked frames are corrupted with
Gaussian filtering and median filtering, respectively. Gaussian filtering removes
the high frequency information of watermarked frames by using blurring based
on Gaussian function. Median filtering replaces the original pixel value of water-
marked frames with the median value in the 3 × 3 window. The results of
extracted watermark are given in Fig. 8. As can be seen, the performance of
the proposed algorithm under filtering attacks is better than DWT-DCT based
method.

Fig. 6. Average PSNR value of three test videos
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Fig. 7. The PSNR value and NC value of 1st frame from three test videos

Noise Attack. In the noise attack experiment, the watermarked frames are
degraded by two kinds of noises attack such as Gaussian noise with variance
0.005, Salt and Pepper with variance 0.01. The results of extracted watermarks
are shown in Fig. 9. As can be seen, both methods are not robust against Salt
and Pepper attack. However, those are robust against Gaussian noise attack.

Geometric Attacks. Two geometric attacks are employed in this paper. For
scaling operation, the watermarked frames are scaled down to 50%, then are
scaled up to 100%. In the rotation experiment, the watermarked frames are
rotated by 5 in the counterclockwise direction, then are re-rotated by 5 in the
opposite direction. The results of our experiment are shown in Fig. 10. As can
be seen from Fig. 10, our proposed method can extract exactly the watermark
information. On the other hand, DWT-DCT based method is not robust against
strong scaling attacks.

JPEG Attack. In general, the JPEG (Joint Photographic Experts Group) com-
pression8 is a most popular image compression technique in digital watermark-
ing. In this experiment, the watermarked frames are compressed with quality
factor set 75 that is set for normal JPEG.

8 https://jpeg.org/.

https://jpeg.org/
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Fig. 8. Filtering attacks: Median and Gaussian filtering
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Fig. 9. Noise attacks: Salt & Pepper and Gaussian noise
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Fig. 10. Geometric attacks: Scaling and Rotation attacks
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Fig. 11. JPEG attacks

Figure 11 shows that both methods robust against the JPEG compression.
Based on these results, we can conclude that our proposed method and DWT-
DCT based method are acceptable for JPEG compression.

5 Conclusions

In this paper, we have proposed a method to distribute original watermark to
generate scrambled shadows, then embed such shadows into the set of frames
from shots. We embed the watermark information into DCT-SVD domain, there-
fore, it is robust against some attacks such as median blur, Gaussian noise, Salt
and Pepper noise attacks, JPEG compression, and geometric attacks. Compared
with other related works, our proposed watermarking method performs better
in terms of invisibility and robustness. Our proposed watermarking algorithm
can be extended for audio signal processing, distributed database.
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