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Abstract. With the popularity of mobile terminals and the sharp
increase in network data traffic, the problem of security loopholes has
become increasingly prominent. The traditional vulnerability detection
methods can no longer meet the demands for detection efficiency. In
order to satisfy the high requirements on network security in the era of
big data, the vulnerability mining technology is extremely urgent. This
paper describes the current situation and introduces relevant security
technology and algorithm in smart grid. The decision tree algorithm is
selected as the basic algorithm of big data security technology. Through
the test, the missing alarm rate and false alarm rate are simulated exper-
imentally. We obtain the results of experiments by controlling variables,
which proves that our algorithm can effectively detect IP scanning, Port
scanning and other attacks.

Keywords: Big data - Data analysis + Vulnerability detection + Smart
grid

1 Introduction

With the popularity of mobile terminals, the network data traffic has increased
dramatically, information transmission rate is faster, and security vulnerabilities
have become increasingly prominent. In order to satisfy the needs of network
security in the era of big data and the requirements of in-depth mining of security
vulnerabilities, it is necessary to design a system model combined with big data
analysis in smart grid.

This article mainly describes vulnerability mining and detection technology,
including three main points: common types of vulnerabilities, exploits and classi-
fication of exploits [1]. It also includes big data security analysis technologies. In
addition, this paper also introduces the relevant algorithm in detail. During the
use of the system, it is inevitable to encounter related attacks, and the security
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scanning is a method to simulate it. The security scanning is tested with the data
set, and the system tested by this method has a certain defense performance,
which has been able to preliminarily complete the relevant security work.

If the source code of the software can be known, we can use this method. By
scanning the source code, we find the existence of security vulnerabilities, which
can be targeted at the vulnerability of the source code modification. Source code
scanning is a significant part of the programmer’s job. However, a system code
may be too large, manual operation may have considerable difficulty. The main
contributions of this paper are listed as follows.

(1) We show the detailed description of the big data security analysis platform,
as well as related algorithms, such as decision tree, and the relevant algo-
rithm simulation test.

(2) We test the accuracy of the decision tree and a series of simulation of it.

(3) We present a bold conjecture of the future development of the related
technologies mentioned in this paper and improvements to the subsequent
related work of the algorithm are proposed.

The remainder of this paper is organized as follows. The Sect. 2 briefly intro-
duces the related technologies involved in the main content of this paper. The
Sect. 3 explains the relevant knowledge and algorithms of the big data security
analysis platform. The Sect. 4 introduces the system model in detail. The Sect. 5
explains the design idea of the model. The Sect.6 introduces the function of
decision tree in mining security vulnerability based on data flow. The Sect.7
analyzes the accuracy of the decision tree and carry out a series of simulation
tests for it. The Sect. 8 concludes this work and make plans for the future.

2 Related Work

The process of exploiting vulnerability is to exploit the vulnerability in the
computer system. Attackers use such vulnerabilities to achieve the desired pur-
pose. The process and classification of vulnerability exploitation are described
in detail.

In order to discover network vulnerabilities, attackers can use vulnerability
information to obtain website user information and gain the entire website [2].
The basic process of exploitation is as follows: Scan the target site; Scan the
target website with professional vulnerability detection software; Scan for known
vulnerabilities [3].

The main detection content includes the system version type, relevant data
services, and the system external port Settings. The obtained scan results are
analyzed, which find the location of the vulnerability and its use.

Classification of common exploitation is shown as follows:

SQL Injection: A common approach is to inject SQL commands into the rele-
vant pages. In this way, the original instruction can’t be executed and the injected
instruction can be run, thus entering into the vulnerability of the database,
destroying the content of the database and the structure of the database [4].
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XSS Cross-Site Scripting Attack: Similar to SQL injection. It is a method
of injecting HTML. XSS can modify web pages and implant malicious scripts.
The altered web page controls the browser with HTML statements when the
user is using it [5]. The attacker can use the modified browser to steal the data
stream related to the session, and through the data stream analysis, obtain the
user’s account password and change the appearance of the page.

Cross Site Request Forgery CSRF: The attacker interferes with the browser
by forgery, so that the browser considers the intrusion site to be the previous
authentication site, and the intrusion site obtains the corresponding operation
authority. Authentication requests can only be made by the browser, but they
may not be made by the user himself, and may be forged browser requests [6].

Click Hijacking: This is an attack method that uses the limitation of human
senses to achieve the purpose. The main approach is to overlay the web page
with an invisible HTML frame called an iframe. Since the iframe is not visible,
the user mistakenly thinks it is a normal website for operation. In the operation
process, the iframe will obtain the user’s relevant account and password data
through the operation of identifying the user [7].

Any File Upload Vulnerability: File upload vulnerability is mainly caused
by the system is not strict screening. When uploading a file, the attributes of
the file are not specified in the code [8]. An attacker can access any file on the
web by changing its properties.

3 Preliminaries

In this section, we will present some preliminaries used in big data security
analysis.

3.1 Big Data Security Analysis Technology

Big data analysis technology has gradually entered the field of security. We can
use the big data analysis platform to collect data. In addition, we can use it
for further analysis. By collecting and following up, we build a complete set
of patterns [9]. This mode can effectively solve related security problems and
maintain network security. Big data security analysis can also be combined with
a variety of other technologies such as artificial intelligence [10].

In order to enable the platform to detect security issues more efficiently [11].
The shortcoming of the traditional detection method is solved and we need
to continue to innovate better detection technology. We can adopt the related
technology of artificial intelligence to improve such defects.

It is obviously to see from this diagram that the platform is an evolving hier-
archy and the data flow is a gesture of directional movement. At the same time,
it has feedback and adjustment in the platform. This also makes our platform
more adaptable to some other scenarios, which means that the platform is more
resistant and has a wider scope. In addition, big data security analysis platform
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needs to do some conditions to be able to be an excellent system [12]. First,
you need a quick fix. Large data backlogs can cause serious network problems if
they are not processed in a timely manner [13]. Then, accuracy is also impor-
tant. If there are a lot of data errors, the security will not be guaranteed. At the
same time, there will be problems in related data transmission and subsequent
processing will be affected.

3.2 Application and Platform of Big Data Security

With the development of big data analysis technology, in the field of network
security, big data analysis technology has been applied to a number of specific
security work [14].

Application of big data analysis based on security log. The core idea of this
application is the use of logs. Identify a potential common denominator through
relevant statistical behavior [15]. According to the statistical results to find out
the relevant safety rules, according to the rules to establish abnormal behavior
model. Through the security model to apply to the actual, found the relevant
holes, and can be improved model processing [16].

Advanced persistent threat attack is also known as Advanced Persistent
Threat (APT) attack [17]. The APT attack has the characteristics of contin-
uous attack and the main function is to steal the core data. It can bypass the
detection of traditional protection methods and exist in the system for a long
time. We can detect the data in the system through big data analysis technology,
and obtain relevant abnormal data for analysis [18]. Through big data security
analysis, threat perception can be improved and APT attacks can be detected
and organized in a timely manner. Detection methods based on traditional fea-
ture analysis and insufficient to find new vulnerability attacks. So we need to
use big data security analysis technology to protect the system. And through the
intelligent system platform mining vulnerability use behavior. Currently, there
are several commonly used security analysis algorithms in the field of big data
security [19]:

(1) Decision Tree Algorithm. Decision tree algorithm is a method to approx-
imate the value of discrete function. It is a typical classification method, the
steps are divided into two steps. The first step is to generate a decision tree
by processing sample data and induction algorithm based on correspond-
ing rules. The second step is to classify and process the data by using the
generated decision tree. The essence of it is to represent a series of rules for
data processing in the form of binary tree. Data is traversed from the root
node of the decision tree to the leaf node until it reaches the terminal, and
classification is completed.

(2) Naive Bayesian Model. Naive bayesian model is a very accurate model
in mathematics. However, the naive bayesian algorithm is simpler than the
decision tree algorithm and the data integrity cannot be guaranteed. But
naive bayesian model is more accurate in classification. Naive bayesian model
is only suitable for small amount of data, and is inferior to decision tree
model in large data analysis.
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4 System Model

In this section, we will analyze system model for mining security holes in smart
grid environment based on data flow analysis.

The vulnerability detection technology currently used in the society has great
limitations in the era of big data explosion. Faced with massive data in the era
of big data, we are bound to add network interface and network equipment to
meet the detection requirements of massive data. This paper focuses on the
above problems and proposes detection methods for big data security analysis
[20]. And it mainly describes the construction of algorithm environment required
by relevant experiments and the configuration of relevant parameters. The rele-
vant steps of the experiment and parameters are introduced in detail, which is
apparently to find that in the analysis of data flow, the original algorithm can
achieve less false positives. It shows that the algorithm can satisfy a preliminary
analysis function of data flow.

Big data analysis application based on data flow. We know that traffic is
generated in network communication. Our application is built on the idea that
behavior generates traffic. We set up a detection system for the nodes of the
traffic flow in the network, through the analysis of the platform. Identify data
streams that differ from normal traffic to complete the search for potential vul-
nerabilities. This model distinguish abnormal data and normal data, then carry
out multidimensional analysis of abnormal data and establish relevant excep-
tion handling model to deal with the subsequent attack. This method can be
used to exploit Web vulnerability, attack detection, scan attack and denial of
service attack detection. Traffic analysis also allows for other aspects of the sys-
tem, such as user behavior analysis. Figure 1 shows a system model for mining
security holes in smart grid.

Big data analysis technology has gradually entered the field of security. We
can use the big data analysis platform to collect data. In addition, we can use it
for further analysis. By collecting and following up, we build a complete set of
patterns. This mode can effectively solve the relevant security problems, so as
to maintain network security. Big data security analysis can also be combined
with a variety of other technologies such as artificial intelligence.

Current big data analysis methods are mainly based on distributed architec-
ture to process massive data, and then match with the known database contents.
After matching, detection, analysis and early warning of stored attacks in the
database, the core of big data security analysis method based on self-updating
threat intelligence database is to collect valuable intelligence to make up for the
defects of traditional database.
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Fig. 1. A system model for mining security holes in smart grid.

5 System Design

The detection system is mainly composed of two parts: feature extraction and
big data security analysis platform.

5.1 System Design Based on Big Data Detection

Feature Analysis: The main content of feature analysis is to analyze the related
attributes of known data. After extraction, the attack behavior is classified from
a series of factors such as traffic, behavior and attack mode. Feature extraction is
the first step of data analysis [21]. Through feature analysis, we can more easily
find the same rule of data flow. We use this common ground to further process
the data. This process involves the screening of relevant redundant invalid data
and classification of important data.

Big Data Security Analysis Platform: This module is the core module of
big data security analysis [22]. It utilizes Spark-streaming platform and adopts
decision tree classification. The algorithm analyzes the data obtained in one
step, establishes the abnormal mechanism, and classifies the massive data. The
classified data will distinguish between normal traffic and abnormal traffic, which
will be assigned to different big data analysis modules for processing.

The big data security analysis platform is mainly divided into three levels: the
collection layer is mainly responsible for sorting out the data in the network and
extracting characteristic information, that is, useful information. Through the
collection layer, the data to be processed by the big data platform is preliminarily
reduced to facilitate the subsequent data processing. While the acquisition layer
is working, we can do some preliminary processing on the data package. Based
on the properties of the packet, the core data stream is saved and invalid data
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is discarded. After the data is preliminarily processed, the processed data is
sent to the next layer for sorting. The main software of the finishing layer is
distributed kafka system. The system receives the request from the upper level,
organizes and stores the data stream, and waits for the data to make the next
application call. In addition, the collation layer can also act as a buffer for the
computing layer. The computing layer is mainly responsible for the calculation
of mass data, and the classification algorithm is used here. This layer adopts
Spark-streaming platform for streaming processing requirements. Decision tree
algorithm is simple and easy to understand, which processes a large number
of data, efficient and so on. By analyzing the potential security vulnerability
of smart grid, we analyze and design the vulnerability mining model. Figure 2
shows the potential security threats in smart grid.
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Fig. 2. Potential security threats in vulnerability mining design in smart grid.

5.2 Feature Extraction

Due to the massive data, we need to classify and process the big data first,
so as to distinguish the normal traffic from the abnormal traffic. The steps for
data classification generally have two parts. The first step is to classify data of
known types according to relevant attributes and category relationships to obtain
relevant data model. The data model is the feature model. The attributes used in
the relevant classification are called eigenvalues. Second, after the establishment
of the feature model, we can use the model to classify the new data and use
the created vector model to classify and process data of unknown types. The
accuracy of classification model is an embodiment of the accuracy of feature
extraction. Common classification algorithms include decision tree classification
and neural network classification [23].
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6 Decision Tree Algorithm

Big data analysis technology has gradually entered the field of security. We can
use the big data analysis platform to collect data. In addition, we can use it
for further analysis. By collecting and following up, we build a complete set of
patterns [24]. This mode can effectively solve the relevant security problems so
as to maintain network security. Big data security analysis can also be combined
with a variety of other technologies such as artificial intelligence. Decision tree
algorithm is an important embodiment of big data security analysis and artificial
intelligence [25]. In order to make the analysis more accurate, data analysis needs
the support of multiple data. The required content is data traffic and relevant
local log. For the obtained data, we can use Spark-streaming for processing. The
calculations are then performed using Spark’s own system. Flume used in the
follow-up experiment is a data acquisition and simple processing system.

Decision tree algorithm is a method to approximate the value of discrete
function. It is a typical classification method, the steps are divided into two
steps. The first step is to generate a decision tree by processing sample data
and induction algorithm based on corresponding rules. The second step is to
classify and process the data by using the generated decision tree. The essence
of decision tree is to represent a series of rules for data processing in the form of
binary tree. Data is traversed from the root node of the decision tree to the leaf
node until it reaches the terminal, and classification is completed.

Decision tree algorithm finds classification rules in data by constructing it.
How to construct decision tree with high precision and small scale is the core
step of decision tree algorithm [26]. After the above steps, we need to perfect the
decision tree, that is, the pruning algorithm of it. By validating it, the rules that
affect accuracy are removed, i.e. the corresponding branches of the decision tree
are removed. Figure 3 shows the corresponding structure of the decision tree.

Leaf node N represents the relevant category. My is the root node, and data
processing starts from My and cond;; is the relevant classification rule. In other
words, we need to construct it with three conditions: data set, attribute set and
attribute selection rule.

The construction of the decision tree is shown as follows:

Step 1: Construct a root node M. The classification or regression target of all
nodes should be defined in the root node. The root node and the child node
are opposite, that is, the child node is split from the root node according to
a certain rule, and then the child node continues to split as a new root node
until it cannot be split. The root node has no parent.

Step 2: If all the data in data set A have the same class index (denoted as
class B), that is, all the sample data conform to rule B according to rule B.
We'll just label M as B and return M.

Step 3: If all the data in data set A do not conform to the corresponding
rules, that is, the class mark is different from all the class marks, then we
mark M as the leaf node as the class mark with the most data, and A no
longer performs classification calculation and returns M [27].
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Fig. 3. Decision tree architecture applied to smart grid environment.

Step 4: The attribute selection algorithm is invoked to select the most accurate
classification rule. Through this algorithm, the most accurate attributes of
the classification are obtained, and subtrees of this category are required to
belong to only one category as far as possible [28]. Entropy and index are
commonly used to test the method of impurity. The test method of entropy
is shown in formula:

Info(D sz logs (pi), (1)

where n represents the total number of class B, P; represents the probability
that the data in A belongs to B;, and the value of ¢ ranging from 1 to n indicates
the number of classes of these discrete variables. P; is the probability that any
sample data is class B. And Info of D is what we call entropy. If we have a
property called R, R has n equals k values. Then we can divide the samples
in D into n = k, and the entropy value formula after classification is shown in

formula:
k

Infor(D Z

Dj). (2)

This section mainly introduces the relevant big data security analysis plat-
form program overview, including the big data security analysis platform related
to some of the structure. At the same time this section chooses the decision tree
algorithm to carry on the simulation experiment. The construction of decision
tree is completed by simulation experiment, and the accuracy of the decision tree
is also calculated. It also describes how to use entropy to calculate the accuracy
of the relevant tree.
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7 Performance Evaluation

7.1 Analysis of Decision Tree Environment

To build the Spark cluster, we use the Yarn-based farthest scheduler [29]. We use
A total of three machines during the experiment, one as the host and we name
it C, the other as the attack machine and we name it A, and the last one as the
normal communication machine and we name it B. Brief experimental steps: we
use attack machine A to attack host C, and machine B has normal communica-
tion with host C. In the interaction between the host and two machines, we use
packet capture software to grab the interactive data packets, and then analyze
the data packets through the built platform. The false alarm rate of abnormal
data packets during communication and attack are calculated, and the average
running time of three groups of independent experiments is calculated.
The simulation steps is shown as follows.

Step 1: Attack machine A and normal communication machine B access host
C at the same time to ensure smooth communication.

Step 2: We use the packet capture software for packet capture.

Step 3: Data collation and start Kafka module.

Step 4: Import Kafka package into the program to be run and submit it to
spark cluster for calculation in the form of spark-submit.

7.2 Simulation Results

We set the time window to 160 s and recorded the missing alarm rate of IP
scanning, Port scanning and FIN scanning (Table1).

Table 1. The set of parameter results.

Parameter P Port | FIN
False Alarm Rate 0.5% | 1.7% | 1.7%
Missing Report Rate | 0.7% | 1.3% | 2.4%

It is obviously to see from the above tables that the alarm rate and false
alarm rate related to the decision tree algorithm are simulated by means of data
simulation experiment. We get three sets of experimental results and find that
the data obtained from the experiment showed that the alarm rate is about 1%
and the false alarm rate is about 1.5%. This proves that our algorithm can be
capable of big data security analysis of data screening.
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7.3 Performance Analysis

We simulate the missing alarm rate and false alarm rate of decision tree algo-
rithm. The grab results are shown in the Figs. 4,5, and 6:
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Fig. 4. Performance comparison when the time window is 20 s.

By means of data simulation experiment, this paper makes a simulation
experiment on the missing alarm rate and false alarm rate of decision tree
algorithm.

Through controlling variables, three groups of experimental results are
obtained. The data obtained from the experiment shows that the alarm rate
of IP scanning and Port scanning is about 1% and the false alarm rate is about
1.5%. We find that the missing alarm rate of the system is slightly higher than
the false alarm rate, which is caused by the limitation of classification in the
algorithm. Failure rate can be effectively reduced if the content of the original
data set can be enlarged.

Through the integrated data of the three groups of tables, we can find that
IP scanning attack has a better effect than other port attack and FIN scanning
attack. The accuracy of Synchronize (SYN) attack and Domain Name System
(DNS) attack needs to be improved. This proves that our algorithm can be
capable of big data security analysis of data screening.

In conclusion, the experimental algorithm has a low false alarm rate, fast
processing time and good performance against this kind of attack. Through this
experiment, we find that big data has a high detection capability against several
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attack technologies in the above table. Compared with traditional vulnerability

detection technology, big data security analysis technology has lower alarm rate
and false alarm rate.
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Through the experimental simulation, it is obviously to find that the original
algorithm can achieve less false positives and less false positives. This shows that
the algorithm can satisfy a preliminary analysis function of data flow.

This section conducts a simulation experiment on the missing alarm rate and
false alarm rate related to decision tree algorithm by means of data simulation
experiment. After controlling for variables, we got three sets of experimental
results. We find that the data obtained from the experiment showed that the
alarm rate was about 1% and the false alarm rate was about 1.5%. We are able
to distinguish normal data and abnormal data accurately through the test of
sample data.

8 Conclusion and Feature Work

In this paper, we propose an effective method of mining network security vulner-
abilities based on data flow analysis technology. In order to improve the security
of smart grid data transmission, we introduce the decision tree algorithm into
the data transmission environment of smart grid and adopt more accurate vul-
nerability detection mechanism to ensure network security. In addition, we also
demonstrate the characteristics of low alarm rate and false alarm rate by using
decision tree algorithm for data flow analysis. This proves that our algorithm has
the performance of big data security analysis. We also have some shortcomings
which will be corrected in the future work. For example, if a user provides wrong
information, they cannot be effectively found, so we need to design a scheme to
distinguish them.
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